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ABSTRACT

MicroRNAs (miRNAs) can group together along the
human genome to form stable secondary structures
made of several hairpins hosting miRNAs in their
stems. The few known examples of such structures
are all involved in cancer development. A large scale
computational analysis of human chromosomes
crossing sequence analysis and deep sequencing
data revealed the presence of >400 structural
clusters of miRNAs in the human genome. An a pos-
teriori analysis validates predictions as bona fide
miRNAs. A functional analysis of structural
clusters position along the chromosomes co-
localizes them with genes involved in several key
cellular processes like immune systems, sensory
systems, signal transduction and development.
Immune systems diseases, infectious diseases and
neurodegenerative diseases are characterized by
genes that are especially well organized around
structural clusters of miRNAs. Target genes func-
tional analysis strongly supports a regulatory role
of most predicted miRNAs and, notably, a strong
involvement of predicted miRNAs in the regulation
of cancer pathways. This analysis provides new fun-
damental insights on the genomic organization of
miRNAs in human chromosomes.

INTRODUCTION

MicroRNAs (miRNAs) are small 18–25-nt regulatory
RNAs modulating gene expression in animals and
plants. The number of discovered miRNAs has increased
from tens to thousands and is likely to grow further. Most
miRNAs discovered first were found to be highly
conserved, and many of those discovered more recently
appear to be shared by a smaller number of phylogenet-
ically close species. In some cases, they belong to a single
species, and it is hypothesized that they establish and

maintain phenotypic diversity between different groups
of organisms (1). The miRNAs play an important role
in diverse physiological and developmental processes by
negatively regulating expression of target genes at the
post-transcriptional level. Current estimates suggest that
the human genome contains at least hundreds of distinct
miRNAs that regulate a large fraction of the transcrip-
tome (2–6).

The proportion of human miRNAs organized in
clusters, i.e. chromosomal regions of variable length
reaching sizes as 50 kb and containing several miRNAs
(7), is significantly higher than expected (2,4). Genomic
organization of 326 human miRNAs (in miRNA registry
7.1) has been analysed in (8) where 148 human miRNAs
were identified to be localized in 51 clusters. Within
intergenic regions, these clusters were defined by consider-
ing miRNAs at a distance smaller than 3000 nt. Within an
intron, clusters are formed by considering all miRNAs
that are contained in it, without asking for any distance
constraint. Alignment of miRNA sequences lying within
the same cluster or in different clusters revealed a signifi-
cant number of miRNA paralogs shared among and
within clusters, implying an evolution process targeting
the potentially conserved roles of these molecules.

A miRNA structural cluster is a cluster of miRNAs,
which is situated in a region typically smaller than
1–2 kb and which folds into a secondary structure present-
ing several hairpins, where miRNAs are located within the
stems. Such structures may contain several paralogous
miRNAs. Structural clusters of miRNAs are stable struc-
tures that are supposed to form in the cell to avoid imme-
diate degradation. The idea being that the region may be
transcribed into a single non-coding RNA precursor,
which is then processed to give rise to several individual
miRNA precursors possibly collaborating for a common
functional purpose. The known miRNA clusters
mir-17-92 (9) and mir-106a-363 (10) satisfy such structural
conditions, and we looked for others having the same
characteristics in the human genome (see Figure 1).
Notice that miRNA clusters mir-17-92 and mir-106a-363
are known to play a role in human tumour development
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(9–11) and that the identification of other potential struc-
tural clusters involved in human diseases is of clear im-
portance in genetics and medicine. The computational
challenge is not obvious; one needs not just to search for
regions localizing potential miRNAs similar to known
ones but rather search for regions forming a stable sec-
ondary structure with hairpin characteristics described
earlier in the text.

We propose a novel and original algorithm to discover
structural clusters of miRNAs. Contrary to the method
developed in (12), we do not start from regions surround-
ing already known miRNAs but rather search for those
regions along the genome, which are rich of palindromic
sequences, these regions being good candidates for
localizing structural clusters containing several paralogs.
Our strategy makes the approach ab initio, as no a priori
knowledge on miRNAs is used to reduce search space. No
comparative genomics is used either. The method has been
adapted to infer structural clusters directly from the
mapping of deep-sequencing reads on the genome (bypass-
ing palindromic search). Along with structural clusters,
the algorithm identifies novel potential miRNAs and
their corresponding precursors (pre-miRNAs). The
pre-miRNAs have been selected using MIReNA (13), a
tool that has already been proven to successfully predict
pre-miRNAs in plant (14) and was declared a first-choice
when predicting new miRNAs in mammals (15). An a
posteriori analysis, based on a series of expected charac-
teristics of miRNAs and pre-miRNAs, validates our pre-
dictions as bona fide miRNAs.

Based on our predictions of structural clusters, we
propose a genetic identification of chromosomal regions
that are susceptible to contain important information
on regulation of several key cellular processes by predicted
miRNA genes. We identify prime candidates for miRNA-
mediated regulation within several functional classes of
genes but also within groups of genes involved in
human diseases. The miRNA target analysis confirms a
regulatory role of most predicted miRNAs in structural
clusters.

MATERIALS AND METHODS

Algorithm

Structural clusters of miRNAs are identified along a
genome either by an ab initio sequence analysis or by
a structural analysis based on deep-sequencing data or
by a combination of the two. The algorithm starts with
a pre-treatment of the genomic sequence and filters after-
wards potential miRNA structural clusters based on five
combinatorial and structural criteria describing acceptable
pre-miRNAs (13). Then, it predicts structural clusters
either by looking for repeated sequences in palindromic
regions (black path, Figure 2), by using deep-sequencing
reads as potential miRNAs forming structural clusters
(red path, Figure 2) or by combining the two kinds of
information, i.e. by finding structural clusters from deep-
sequencing reads and from multiple palindromic se-
quences (green path, Figure 2).

Ab initio search based on sequence analysis

Given a genome, the algorithm looks for regions contain-
ing palindromic sequences and identifies those regions in
the genome containing several palindromes. It makes no
use of an a priori bound on the size of these regions (once
applied to the human genome, the algorithm analysed pal-
indromic regions of a minimum size of 426 nt and a
maximum size of 35 080 nt in length, with an average of
933 nt and a standard deviation of 416 nt of the distribu-
tion of sizes). Then, it extracts sequences of �22 nt that
are repeated (by allowing for some possible errors in repe-
titions) within palindromic regions. These sequences are
considered as potential paralogous miRNA sequences,
and we ask them to be at least three within the region.
The threshold comes from the characteristics of known
clusters, mir-17–92 and mir-106a-363 considered in
(16,17). From predicted putative miRNA sequences, cor-
responding putative pre-miRNAs, if any, are predicted [by
using five structural and combinatorial criteria (13)]. The
full structure of the clusters of miRNAs is validated to
satisfy some extra structural conditions.

(a) (b) (c) (d)

Figure 1. Four examples of structural clusters predicted by the algorithm. (a): structural cluster, known as mir-17-92, predicted on human chromo-
some 13 from deep-sequencing data. (b): structural cluster, known as mir-106a-363, predicted on human chromosome X from deep-sequencing data.
(c): Structural cluster predicted on human chromosome 19 from paralogous sequences. (d): Structural cluster predicted on human chromosome 22 by
combining paralogous sequences and deep-sequencing data. In (a) and (b), miRNAs validated by the algorithm are highlighted in blue. In (c) and (d),
miRNAs validated by the algorithm are highlighted in red (similar sequences) or blue (deep-sequencing reads). All structural clusters were filtered
with RepeatMasker.
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In the following, we call miRNA* the complementary
sequence r� (possibly including unpaired nucleotides) of
the miRNA r within a pre-miRNA structure. Given a
pre-miRNA sequence s, the Adjusted Minimum Folding
Energy (AMFE)(s) (18) is computed as MFEðsÞ

lðsÞ � 100,
where MFE(s) stands for the minimum free energy of s
(19,20) (and measures the stability of the secondary struc-
ture by taking into account empirical energy parameters
associated to base pairs, base pairs stacks, bulge and
hairpin loops and various motifs, which are known to
occur with great frequency) and l(s) is the length, i.e. the
number of nucleotides, of s. The Minimum Free Energy
Index MFEI(s) (18) is computed as AMFEðsÞ

%GC , where %GC
stands for the percentage of G+C composition of s. The
steps of the algorithm (black path, Figure 2) are as follows:

(1) Palindromic sequences and clusters of palindromes
are identified and filtered in such a way that only

those that contain at least three paralogous se-
quences of �22 nt in length are retained (see
later in the text for details). Such paralogous se-
quences will be treated as potential miRNAs (on
either strands).

(2) Potential miRNAs are extended on the left and on
the right by 200 nt on each side.

(3) Using MiReNA (13), we compute secondary struc-
tures of all extended sequences containing the po-
tential miRNA and scanned them to filter out
those that do not satisfy suitable combinatorial
and physico-chemical conditions. The resulting
structures are considered as putative
pre-miRNAs. For all potential miRNAs contained
in them, we treat overlapping ones with MiReNA
and select those miRNAs with most stable
matching or, in case of equal stability of the
matching (i.e. equal MFE value), longest sequence.

Search for palindromic sequences

Extract clusters of palindromes

Search for quasi-repeated
potential miRNAs of about

22nt in a window

Prediction of putative pre-miRNA/
miRNA pairs satisfying combinatorial 
and physical conditions using MIReNA

Clusterisation of putative 
pre-miRNA/miRNA pairs

EST filtering RepeatMasker
filtering

Conservation of only paralogous potential 
miRNAs: compute secondary structure of the 
cluster, remove invalid miRNAs and clusterize 

remaining ones. Repeat this step until no miRNA
     can be removed

A genome
Deep sequencing 

reads

Match deep sequencing reads on 
the genome

Structural cluster predictions

Filtering clusters
overlapping CDSs, 
exons and ncRNAs

22nt

22nt

500nt

500nt

~1000nt

~1000nt

Sequences quasi-repeated twice 
and deep sequencing reads are 
considered as potential miRNAs

Extract clusters of deep 
sequencing reads. Each read is 
considered as a potential miRNA

Slide a window, predict secondary structure
in the window, remove invalid miRNAs and 

clusterize remaining ones. Repeat this step until 
no miRNA can be removed

Predict secondary structure of the
whole cluster, remove invalid miRNAs

based on structural conditions only 
andclusterize remaining ones. Repeat this 

step until no miRNA can be removed

Conservation of paralogous potential miRNAs
and deep sequencing reads: compute

secondary structure of the cluster, remove 
invalidmiRNAs and clusterize remaining ones. 

Repeat this step until no miRNA can be removed

Figure 2. MIReStruC: an algorithm searching for miRNA structural clusters along a genome. The search starts either from repeated (similar)
sequences in palindromic regions (black path) or from deep-sequencing data (red path). Predictions can also be made by combining the two kinds of
information (green path).
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(4) The remaining potential miRNAs are grouped
together in clusters satisfying suitable proximity
conditions: (i) two miRNAs belong to the same
cluster if their distance is smaller than 300 nt and
(ii) a cluster should contain at least three miRNAs.
Once a group of miRNAs is identified to be locally
close, we define the cluster to be the minimal
sequence containing the associated pre-miRNAs.

(5) For each cluster of miRNAs, we slide a window of
�1000 nt along the cluster (as described later in the
text) and for each window:
(a) We compute the secondary structure using

RNAfold (21)
(b) We tag as ‘valid’ those miRNAs that best

match stems, i.e. satisfying the validation
criteria described later in the text.

(6) We apply again step 4 by only considering
miRNAs that are flagged ‘valid’ in at least one
window. This might lead to the detection of new
clusters.

(7) Steps 4 and 5 are re-iterated until the set of valid
miRNAs remains unchanged.

(8) For each resulting cluster sequence, we perform a
and b in step 5. The associated structure may be
larger than those obtained by looking at windows,
and the validity of miRNAs is tested again.

(9) Given a cluster, we filter miRNAs by only keeping
those that have at least two paralogous miRNAs
within the cluster. Paralogous miRNAs are
grouped together to form new clusters, and they
are analysed as in step 7. The resulting clusters are
structural clusters.

(10) (Optional) structural clusters of miRNAs are fil-
tered to keep those that contain Expressed
Sequence Tags (EST) [by using BLAST in dbEST
(22)] or to remove those containing repeats [by
using RepeatMasker, version: open-3.2.8 (RMlib:
20090604), A. Smit, R. Hubley and P. Green, unpub-
lished data, 2009)]. Note that a structural cluster
rejected by RepeatMasker might be kept when
EST data support its existence, and that a structural
cluster passing the RepeatMasker filter does not
need to match EST data to be retained.

(11) (Optional) structural clusters of miRNAs are filtered
to remove those overlapping Coding Sequences
(CDS), exons and non coding RNAs (ncRNA) (on
either strands).

The algorithm provides a list of positions of structural
clusters of paralogous miRNAs together with the pos-
itions of their miRNAs and the associated pre-miRNAs.

To illustrate the complexity of the ab initio structural
clusters search, it is useful to consider the number of inter-
mediate structures analysed at different steps: in step 1, the
number of clusters of palindromes is �8:5� 105, and the
number of potential miRNAs tested on either strands is
�1:7� 107; in step 3, the number of potential miRNAs
after pre-miRNAs prediction is �4:7� 105; in step 4, the
number of potential miRNAs after clusterization is
�4:4� 105, and the number of corresponding clusters is
�4� 104; at the end of the algorithm, after cluster’s

structural validation (steps 5 and 6) and after filtering
with RepeatMasker and EST data (step 9) and with
CDS/exons/ncRNA locations (step 10), the number of po-
tential miRNAs is 1334, and the number of potential
structural clusters is 300. Notice that after step 9, only
�10% of predictions overlap CDS/exons/ncRNAs.
Namely, the number of structural clusters obtained after
applying RepeatMasker before CDS/exons/ncRNAs fil-
tering is 199 and after CDS/exons/ncRNAs filtering is
182; for EST data, it is 182 and 160.
The different steps of the algorithm are treated in detail

in the following.

Search of clusters of palindromes

A palindromic sequence s is composed of two complemen-
tary subsequences s1 and s2 and of the sequence se lying
between s1 and s2. The s may potentially form an hairpin
secondary structure. We do not ask for a perfect comple-
mentarity between s1 and s2 within the structure, but we
define a complementarity score ps (for ‘palindromic score’)
for evaluating a match. The complementarity score of a
palindrome is computed on the match between s1 and s2 as
the sum of weights given to Watson–Crick/Wobble
complementary nucleotide pairs and of penalties given
to gap opening and gap extension (see later in the text
for a rigorous definition). Acceptable palindromes are
characterized by several parameters: minimal and
maximal lengths of the palindrome, minimal and
maximal lengths of se, the complementarity score and a
relativized complementarity score psrel. Suitable thresh-
olds for these parameters have been calculated by
studying the distribution of values of the parameter on
all human pre-miRNAs in miRBase v14 (23–25) and by
considering as a threshold �+� (respectively �� � if
minimal values are bounded), where m and s are mean
and standard deviation of the distribution.

Searching for palindromic sequences
Given a sequence, a dynamic programming algorithm
searches for a hairpin structure within the sequence and
for the two subsequences s1 and s2 in the hairpin sequence
s forming the hairpin stem that best maximizes the com-
plementarity score ps and best minimizes the length of the
loop se. The complementarity score is computed between
s1 and s2, and it is used to filter pairs of palindromic se-
quences s1,s2 along a genome. Strictly speaking, the algo-
rithm slides a window (whose length corresponds to the
maximal length of an accepted palindromic sequence)
along the genomic sequence and constructs a matrix (rep-
resenting all possible matching) by locally maximizing the
complementarity score psði,jÞ for the nucleotide positions
i,j, following Gotoh’s algorithm (26), where weight 1 is
given to Watson–Crick pairing, 0.8 to Wobble, �1 to
gap opening and �0.2 to gap extension. The reconstruc-
tion of the best matching is done by backtracking on the
matrix construction starting from its maximum value at
ðn0,m0Þ. The score psðn0,m0Þ is the complementarity score
associated to s, where n0 is the position of the first paired
nucleotide of s, and m0 is the position of the last paired
nucleotide of s. The n0-th and m0-th positions are paired
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together. The relativized complementary score is defined
as psrelðn0,m0Þ ¼ psðn0,m0Þ=ðlðs1Þ+lðs2ÞÞ.

Identification of clusters of palindromes
Positions of palindromic sequences known, we look for
regions that contain clusters of palindromes. By transitiv-
ity, we define groups of overlapping palindromes along
the genomic sequence. For each group, we estimate the
number of non-overlapping palindromes by dividing the
number of covered nucleotides by the minimal length of a
palindrome (set at 71 nt by default). Then, groups of pal-
indromes (possibly overlapping) are gathered together (by
transitivity) in clusters if their distances is at most 120 nt.
The number of non-overlapping palindromes in such
clusters is the sum of non-overlapping palindromes
estimated in each group. We ask for a cluster to contain
at least six non-overlapping palindromes to be further
considered in our analysis.

Treatment of paralogous sequences in clusters of
palindromes
To search for repeated sequences of �22 nt in length
within clusters of palindromes, step 1 of the algorithm
(black path, Figure 2) uses an adapted version of the ap-
proximate string matching algorithm described in (27). It
applies it within a sliding window of 500 nt running along
clusters of palindromes. For each window, step 1 con-
siders the first 22 nt of the window and looks for similar
sequences within the window, i.e. for a sequence of at most
25 nt in length and displaying at most 19% of differences
(corresponding to nucleotide insertion, substitution and
deletion) from the initial sequence (28). Paralogous se-
quences that occur at least three times within a window
are considered as potential miRNAs.

Validation of miRNAs in structural clusters

The miRNAs in a cluster are validated by looking at their
associated pre-miRNA structures. A window of 1000 nt is
slided over the cluster sequence and positioned at the start
of each pre-miRNA associated to some putative miRNA
in the cluster until all miRNAs have been considered by at
least one window. For each window, we extract the
minimal subsequence that contains all pre-miRNAs lying
within the window. The secondary structure correspond-
ing to the entire subsequence is computed with RNAfold.
A miRNA r is tagged as ‘valid’ if the following conditions
hold:

(1) It completely lies in a stem.
(2) It satisfies the inequalities 0:75 � lðr�Þ=lðrÞ � 1:25

and pðrÞ � 44 % where P(r) corresponds to the
percentage of unmatched nucleotides of r.

(3) It is the best match on its stem, i.e. for any other
potential miRNA r2 within the stem, the free
energy associated to r (together with its comple-
ment r�) is lower than the one of r2 (with r�2). The
MFE is computed with RNAeval (21).

Thresholds in condition 2 are less strict than the ones
used to validate pre-miRNA structures in (13). This choice
is due to the fact that, here, we consider the structure of

several pre-miRNAs all together instead of just one. The
thresholds are computed as in (13) by looking at the dis-
tribution of distances between r and r� (defined as
jlðrÞ � lðr�Þj=lðrÞ for miRNAs in the miRBase data set
and by using at least �+3� as an acceptable distance,
where m and s are mean and standard deviation of the
distribution). The threshold on the percentage of un-
matched nucleotides is computed as �0+2�0, where �0

and �0 are mean and standard deviation of the distribution
of values computed on the miRBase v14 data set. These
thresholds validate the miRNAs occurring in the two
known structural clusters mir-17–92 and mir-106a-363.

A miRNA is ‘valid’ for the cluster if it is ‘valid’ in at
least one window.

No reasonable prediction system assessment (evaluating
sensitivity, specificity and accuracy of the method) can be
performed, as too few structural clusters are known.
Examples are mir-17-92 and mir-106a-363, both detected
by our methods based on paralogous sequences and on
deep-sequencing data. It should be reminded that it is the
very limited knowledge of structural clusters that
motivated this study. The validation of miRNAs lying in
structural clusters has been extensively tested though.
Predictions were performed using the MIReNA algorithm
(13). MIReNA has been extensively compared with other
systems by computing sensitivity, specificity, accuracy and
Matthew correlation coefficient (13). An independent
study (15) declared MIReNA to be the first choice over
nine tools devoted to the prediction of new miRNAs in
mammalian genomes. Also, MIReNA was used to suc-
cessfully predict a large and robust data set of miRNA
homologues that complemented and refined the
reference miRBase catalogue leading to novel discoveries
on conservation patterns between monocot and eudicot
genomes (14).

Search based on deep-sequencing data

The algorithm is designed to search for miRNA structural
clusters from deep-sequencing data (red path, Figure 2).
Deep-sequencing reads are mapped on the genome using
MicroRazerS (29), and each of them is considered as a
potential miRNA sequence. The algorithm goes essentially
as the one described earlier in the text: it starts from step 2
and skips step 10, as no paralogy is tested on deep-
sequencing reads. It outputs potential miRNAs grouped
in structural clusters where each miRNA corresponds to a
read.

Search based on the combination of deep-sequencing data
and paralogous sequences

The algorithm combines deep-sequencing reads and par-
alogous sequences within clusters of palindromes (green
path, Figure 2). Step 1 considers two similar sequences
(instead of a minimum of three, as for the black path) in
genomic regions with several palindromes and including
deep-sequencing reads. Paralogous sequences and deep-
sequencing reads are considered as potential miRNAs
and grouped together into clusters. Step 10 of the algo-
rithm validates structural clusters with at least one deep-
sequencing read and two paralogous sequences.
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Comparison of structural clusters identified by different
methods

Two structural clusters, predicted by different methods,
are considered to be the same if their corresponding se-
quences overlap. No condition on the size of the
overlapping is imposed.

The miRNA targets predictions

Predictions of miRNA targets are realized with miRanda
(30,31) starting from 33 810 30 untranslated region (UTR)
and 326 741 CDS sequences obtained at the UCSC site
(http://genome.ucsc.edu, tables, hg18, RefSeq genes,
30UTR, exons). The same gene can be associated to
several 30UTRs in case of multiple transcripts. Target
analysis was done for the 1713 potential miRNAs in struc-
tural clusters. The miRanda was run with default param-
eters: score > 140 and miRNA/target energy � 0. It
predicted 14 450 583 miRNA/30UTR pairs. To discrimin-
ate the huge number of miRNA/30UTR pairs, we con-
sidered mean �E ð¼ �19:96Þ and standard deviation
�E ð¼ 7:63Þ of the associated energy distribution and
analysed in detail the sets of predicted pairs with energy
< �E � c�E, where c can be either 2 or 3. This means
394 005 and 50 805 miRNA/30UTR pairs, respectively.
The first set involves 1263 (73.73%) miRNAs (located in
349 different structural clusters) and 20 264 30UTRs, and
the second set involves 623 (36.72%) miRNAs (located in
229 different clusters) and 9316 30UTRs.

The miRanda predicted 16 028 721 miRNA/CDS pairs.
As for 30UTR regions, to discriminate the huge number of
miRNA/CDS pairs, we considered mean �E ð¼ �22:47Þ
and standard deviation �E ð¼ 6:64Þ of the associated
energy distribution and analysed in detail the sets of pre-
dicted pairs with energy < �E � c�E, where c can be either
2 or 3. This means 458 697 and 50 057 miRNA/CDS pairs,
respectively. The first set involves 1239 (72.33%) miRNAs
(located in 342 different structural clusters) and 79 271
CDSs, and the second involves 589 (34.38%) miRNAs
(located in 213 different clusters) and 18 846 30UTRs.

Then, 30UTR and CDS were further analysed to predict
miRNA targets with the Probability of Interaction by
Target Accessibility (PITA) algorithm (32) based on hy-
bridization energy and site accessibility (Supplementary
Data Set 5).

Functional analysis of targets

To realize a functional analysis of the potential targets of
our predicted miRNAs, we used the Database for
Annotation, Visualization and Integrated Discovery
(DAVID) v6.7 (33,34). Given a set of RefSeq mRNAs
containing potential targets, DAVID extracted,
whenever possible, those gene ontology (GO) terms clas-
sified as biological processes (BP) and molecular functions
(MF), Kyoto Encyclopedia of Genes and Genomes
(KEGG) pathways or Protein Information Resource
(PIR) keywords that were over-represented in the set of
genes. The results of the analysis are reported in the
folders in Supplementary Data Set 4, where one finds a
list of enriched functions, the associated P-value (DAVID

EASE score), the fold enrichment value and the
Benjamini-corrected P-value obtained after multiple
testing corrections.

Filters for structural clusters

Structural cluster predictions were filtered by using Homo
sapiens EST data from dbEST (22). The match was done
with BLAST at http://blast.ncbi.nlm.nih.gov run with
default parameters. Only structural clusters aligning an
EST with an e�value � 1e�30 were retained.
RepeatMasker has been used as a filter to remove se-

quences containing repeats. We used version open-3.2.8
with RMLib:20090604 at http://www.repeatmasker.org/
cgi-bin/WEBRepeatMasker and cross-match as search
engine with a slow speed. Repeat sequences used by
RepeatMasker are stored in Repbase (35).

Human genome and fragile sites

Human genome (BUILD 36.3) flat files have been
retrieved from NCBI website (www.ncbi.nlm.nih.gov).
Positions of chromosomal bands were obtained at ftp://
ftp.ncbi.nih.gov/genomes/MapView/Homo_sapiens
sequence/BUILD36.3/initial_release/ideogram.gz. The list
of fragile sites comes from (36), where each fragile site is
associated to a chromosomal band. Positions of chromo-
somal bands were used to obtain positions of fragile sites.

Data sets

Known miRNA sequences were retrieved from miRBase
v.16 at www.mirbase.org (collecting miRNAs from 142
species), and we used them for making the analysis
based on paralogous sequences. The miRBase v.13 (cor-
responding to the human genome assembly that we
analysed) was used to determine the coverage of
miRNAs lying in fragile sites and structural cluster
regions (23–25).
Several sets of deep-sequencing reads were used to

predict structural clusters. Data sets were retrieved from
the Gene Expression Omnibus database at NCBI (http://
www.ncbi.nlm.nih.gov/geo/) and from the Sequence Read
Archive at NCBI (http://www.ncbi.nlm.nih.gov/sra/ (see
Supplementary Table S1 for accession numbers). Among
deep-sequencing data coming from the Sequence Read
Archive, some were extracted from breast cancer cells
(SRR015446, SRR015447 and SRR015448), and the
others from 12 melanoma and pigment cells. Reads
coming from Gene Expression Omnibus archive, originate
from cell lines derived from cervical cancer cells
(GSE14362 and GSE10829), small RNAs from human
embryonic stem cells, derived neural progenitors and
neurons (GSE13483), endogenous small RNAs associated
to human Argonaute 1 and 2 (GSE13370). Predictions are
made by putting together reads from all experiments, but
the origin of the deep-sequencing read appearing in a pre-
dicted structural cluster is indicated in Supplementary
Data Set 2.
Sets of deep-sequencing reads were mapped to the

human genome and filtered with MicroRazerS (29) that
imposes that the same sequence cannot match more than
five different positions in the genome.
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Three data sets of genes involved in different biological
pathways have been used:

(1) KEGG PATHWAY database: it is a collection of
manually drawn pathway maps representing the
knowledge on the molecular interaction and
reaction networks for metabolism, genetic infor-
mation processing, environmental information
processing, cellular processes, organismal systems
and human diseases (37,38). The 209 biological
pathways defined for H. sapiens are organized in
a hierarchy of classes and subclasses that we used
in our analysis (Supplementary Table S2). Data
have been retrieved at www.genome.jp/kegg/
pathway.html.

(2) Atlas of Genetics and Cytogenetics in Oncology
and Haematology (ATLAS): it is a collection of
genes associated to cancer (39–45). Data were
retrieved from http://atlasgeneticsoncology.org/
Genes/Gene liste.html (indexation of May 28,
2010).

(3) Cancer Gene Census (CGC): a data set of genes
known to undergo mutations in cancer (46). Data
have been retrieved from www.sanger.ac.uk/
genetics/CGP/Census/Table_1_full_2010_03_30.
xls.

Structural cluster regions

To analyse structural clusters localization on human
chromosomes, we defined structural cluster regions.
Given a distance d, we say that two structural clusters
occur in the same structural cluster region if their
distance (computed by considering the two closer
extremes) is at most d. By transitivity, we define groups
of clusters and the corresponding structural cluster region
to be the region between the first and the last structural
clusters plus d nucleotides added on both ends. A struc-
tural cluster region may contain only one structural
cluster, and that two structural cluster regions may
overlap (by at most d nucleotides).
The ensemble of structural cluster regions defined at a

given d is associated to a given chromosomal coverage. To
evaluate the concentration of functionally related genes
around structural clusters, we considered increasing
chromosomal coverages, computed by varying d by steps
of 250 kb until a full chromosomal coverage is reached.
For each coverage, we recorded the percentage of genes
functionally involved in some pathways of the KEGG’s
collection.
Based on the observation that structural clusters tend

to be grouped together, our analysis are based either
on chromosomes where we consider all structural
clusters or on chromosomes where we consider ‘non
isolated’ structural clusters only. We defined a struc-
tural cluster to be isolated if the closest structural cluster
is at >1520 kb away. Structural cluster regions defined
with � ¼ 1520000 correspond to 25% chromosomal
coverage.
Fragile sites cover 26.38% of human chromosomes. To

compare fragile sites and structural cluster regions, we

computed the value of d (=1630000 nt) that defines struc-
tural cluster regions covering 26.40% of the human
chromosomes and used it as a reference coverage.

Randomized gene selection

Given a set of n specific genes in some human chromo-
some, we performed a randomized selection of n genes
within the chromosome and used it to evaluate the distri-
bution of the original set of genes with respect to struc-
tural cluster organization. Randomized selection of genes
in human chromosomes is used to trace reference curves of
structural cluster coverages (Supplementary Figures S1
and S2). For this, we generated 100 gene selections, we
computed the associated curves describing chromosome
coverage versus gene coverage and computed their
average curve. Random curves are not perfect diagonals
in the plot, but they rather approximate the diagonal from
the top. This is due to the non-uniform distribution of
both miRNA structural clusters and genes along chromo-
somes. Random gene selection is made on genes whose
chromosomal localization is fixed.

Given a curve associated to a pathway, we estimated a
P-value of the point in the curve that differs mostly from
the corresponding value in the average curve (associated
to the corresponding randomized selection). The P-value
is computed by considering 1000 gene selections as afore-
mentioned and by checking that the difference is smaller
than the one obtained for the real curve.

Implementation and outputs

The program, called MIReStruC (standing for ‘miRNA
Structural Cluster’), has been implemented in bash, C,
Awk and Python. It is available at the address http://
www.ihes.fr/�carbone/data9/. Parameters and default
values are described in the Supplementary Data Set 1.
The tool uses several published tools. The tool MiReNA
is found at http://www.ihes.fr/�carbone/data8/. It has
been used with the same default values for thresholds set
in (13) with the exception of thresholds for criteria V set to
0.69 and criteria III set to 28. To produce secondary struc-
tures, MiReNA uses an adapted implementation of
RNAfold (21). The MFE value of two miRNAs
matching is obtained using RNAeval (21).

The list of predicted human structural clusters is given
in Supplementary Data Set 2. For each structural cluster,
we indicate chromosomal position, miRNA positions, pre-
diction method (red, green and black pathway in Figure
2), strand and region (intergenic or intronic). The list of
miRNA sequences is given in files SI_clusters_
chr_mirnas.fa, listing miRNAs in structural clusters by
chromosome (Supplementary Data Set 3). The target
functional analysis on 30UTR and CDS regions realized
with miRanda is collected in folder Supplementary Data
Set 4 and PITA analysis in folder Supplementary Data
Set 5. MiRanda functional analysis realized on structural
clusters predicted by paralogs and by deep-sequencing
data separately for the large set is collected in folder
Supplementary Data Set 6.

MIReStruC has been applied to the human genome, but
predictions of structural clusters for other organisms are
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envisageable. A different parametrization of the system
might be used when search is based on sequence analysis
(black path, Figure 2), as palindromic regions were
calibrated from known human pre-miRNAs.

RESULTS

Structural clusters of potential miRNAs, i.e. regions of
�1–2 kb presenting a secondary structure composed of
several stem-loops hosting miRNAs (see Figure 1 for
some examples), have been predicted at large scale on
human chromosomes. They have been obtained by an ab
initio analysis of chromosomal regions containing a high
number of palindromic sequences, by using deep-
sequencing reads and by combining the two kinds of in-
formation together, i.e. from deep-sequencing reads and
from multiple palindromic sequences (Table 1 and
Supplementary Table S3; Supplementary Data Set 2). As
seen later in the text, they satisfy a number of positional
(along the chromosomes), physical and combinatorial
characteristics that are expected for miRNAs and their
pre-miRNAs.

Chromosomal organization of structural clusters

Roughly half of the 416 predicted structural clusters of
miRNAs (reported in Table 1) are located in intronic
regions (on either strands) and the other half in intergenic
regions. As intronic regions represent �37% of human
chromosomes against �60% for intergenic regions
(including repeated regions), we conclude that there is a
bias in the localization of predicted structural clusters in
favour of introns. Also, two-thirds of the miRNA predic-
tions from deep-sequencing data occur in intronic regions,
and this is likely due to the high number of transcriptional

units present in the data. These observations are in agree-
ment with the fact that known miRNAs are mostly lying
in transcriptional units and, in particular, in intronic
regions (47–49). Among structural clusters occurring in
intergenic regions, notice the two known structural
clusters, mir-17-92 and mir-106a-363 (Figure 1).
Structural clusters have the tendency to group together,

and at least 20% of them are localized in chromosome
ends (i.e. on the first 5% of the chromosome ends), with
some exceptions. Chromosome 15 is the only one display-
ing two structural cluster free ends (Supplementary Figure
S4 and Supplementary Table S4).

Structural clusters, known seeds and known miRNAs

Predicted structural clusters display similar characteristics
to the known clusters mir-17–92 and mir-106a-363
(Figure 1). An a posteriori verification highlighted that
the 70% of the predictions based on either sequence
analysis or deep-sequencing data contain predicted
miRNAs with seeds (i.e. subsequences corresponding to
positions 2–8 in the miRNA) of known miRNAs
(Table 1, Supplementary Figure S5). Seeds represent the
most conserved portions of miRNAs, are known to be of
critical importance for target identification in silico and
in vivo and have the greatest propensity to match
multiple conserved segments in UTRs (50). The presence
of already identified seeds in miRNAs of structural
clusters increases the level of confidence in the predictive
approach.
Also, we verified a posteriori whether already known

miRNAs in miRBase v16 are contained in our predicted
structural cluster sequences by asking for a perfect match
on sequence identity and sequence length. A very large
fraction of structural cluster sequences predicted from
deep-sequencing data, and �10% of those predicted
using paralogs contain at least one known miRNA
sequence; many of these miRNAs are human miRNAs
(Table 1). When looking for miRNAs that completely lie
in structural cluster stems, we found 11 structural clusters
predicted from reads and three from paralogs that contain
known miRNAs completely lying within stems.

Structural clusters predicted from deep-sequencing data

Structural clusters predicted from deep-sequencing data
show an overrepresentation of reads mapping the
miRNA/miRNA* regions. Indeed, we found an accumu-
lation of short reads that indicates mature miRNAs. The
vast majority of structural clusters (78%) are covered by
<100 reads, and miRNA/miRNA*s within structural
clusters correspond to the sites with the largest number
of overlapping reads (Supplementary Tables S5 and S6).
A very large proportion of overlapping reads is completely
contained in predicted miRNAs or in their miRNA*, and
as soon as only a few reads (proportionally to the total)
Voverlap the miRNA, we observe a high number of reads
overlapping the corresponding miRNA*. This evidence
strengthens the claim that our predictions are bona fide
miRNAs. In fact, even though one might expect to find
more copies of the miRNA over the miRNA*, both the
miRNA and the miRNA* might be functional (51,52).

Table 1. Structural cluster predictions on human chromosomes

Method SC Known miRNAs
in SC seq

SC with seed

Total Intron Inter

Paral 300 142 158 37 (16) 179 (64)
Deep 99 66 33 88 (43) 84 (32)
Comb 20 10 10 0 (0) 14 (1)
All methods 416 217 199 89 (43) 276 (96)

Predictions are realized with the three paths of the algorithm, respect-
ively. based on: paralogous sequences (paral), deep-sequencing reads
(deep) and a combination of the two kinds of data (comb). The total
number of predicted structural clusters (SCs; total), the number of
predicted SCs lying in intronic regions (intron) and the number of
predicted SCs lying in intergenic regions (inter) are reported for each
method. The number of known miRNAs (with 100% sequence identity)
occurring in predicted SC sequences and the number of SCs containing
at least one predicted miRNA with same seed as in known miRNAs are
also reported (last two columns). (Recall that two miRNAs have the
same seed if their nucleotides at positions 2–8 are the same.) The
number of known miRNAs is computed on the miRBase data set.
The number of known human miRNAs is given in parenthesis. A full
set of information, organized by chromosome, is reported in
Supplementary Table S3. The total number of predictions obtained
by the three methods is reported in the last line. Identical predictions
(see ‘Materials and Methods’ section) are counted once. See
Supplementary Figure S3.
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The hairpin arm giving rise to the dominant mature
miRNA can switch in different tissues and in different
developmental times as observed in many species (53–57)
and possibly generate the miRNA and the miRNA* with a
simultaneous functional regulation (51). In this regard,
notice that the accumulation of short reads indicating
the mature miRNA was not used by our method to
predict miRNAs.
About hundred predicted structural clusters are

constituted by stems hosting �3 deep-sequencing reads
(Table 1, Supplementary Figure S5). We discovered 12
structural clusters containing miRNAs that are all
mapped by reads coming from the same deep-sequencing
experiment: eight structural clusters belong to a data set
from cervical cancer cells and the others to melanoma and
pigment cells (Supplementary Table S7). The miRNAs
hosted in these structures are unknown to be structurally
organized, and their co-localization is a good indicator for
a common regulatory role. For the two known structural
clusters mir-17-92 and mir-106a-363, we could predict
their associated structure because reads coming from all
experiments were mixed together in the analysis and
because the miRNAs hosted in their stems appeared in
at least one of the experiments: four predicted miRNAs
over five in mir-17-92 and four over six in mir-106a-363
come from the same experiment. This evidence supports
search criteria that mix together reads coming from dif-
ferent experiments and highlights that most of the 99 pre-
dicted structural clusters are only partially transcribed
under specific conditions. Indeed, 75 of the 99 predicted
structural clusters contain at least two miRNAs coming
from the same experimental data set, 22 contain at least
three, six contain at least four and one contain at least five.
For these structures, the remaining miRNAs are found to
be transcribed but under other experimental conditions.
Deep-sequencing data show a good coverage of struc-

tural clusters: the mean coverage roughly corresponds to
43% of the structural cluster length (Supplementary
Figure S6), and >20% of structural clusters display a
coverage of at least 50% of their length. This suggests
that miRNAs might be often generated by long transcripts
that potentially involve an intermediary structural organ-
ization, which is more complex than a hairpin structure. In
particular, the two-thirds of the structural clusters pre-
dicted from deep-sequencing data lie in intronic regions,
and this hints for the existence of recurrent long intronic
transcripts.

Structural clusters identified using different methods

The predictive methods based on deep-sequencing data
and on paralogous sequences optimize different criteria,
and their outcomes might vary slightly in terms of miRNA
length, miRNAs identification within the structural
cluster, structural cluster size and so forth. The comple-
mentary use of both methods helps the detection of novel
structures. In particular, if one combines miRNAs pre-
dicted from deep-sequencing data with those identified
by paralogous sequence analysis, one discovers 20 new
structural clusters. None of the miRNAs belonging to
these structural clusters is known in miRBase, even

though 14 of such structural clusters contain miRNAs
sharing seeds with known ones (Table 1).

Predictions based on deep-sequencing data and on par-
alogous sequences have minimal overlapping. Only three
structural clusters are predicted by both methods (see
Supplementary Figure S5): two structural clusters are
those represented in Figure 1a and b; the third one lies
in chromosome 22 (references SC22_7 et SC22_8 in file
SI_SCs), where the miRNAs predicted within this struc-
tural cluster (described in file SI_clusters_chr22_mirnas.fa
in Supplementary Data Set 3) are slightly different for the
two methods. This small overlap between predictions
coming from the different methods could be a conse-
quence of the fact that not all miRNAs are expressed in
a given tissue. We only use three kinds of cancer type cells
(breast cancer, cervical cancer and melanoma) and a few
other tissues, and if deep-sequencing reads were con-
sidered from all human tissues, the overlap could poten-
tially be more substantial.

The criterium used to identify structural clusters pre-
dicted by multiple methods merely tests that the se-
quences associated to the pair of structural clusters
overlap. Even though this condition might seem weak,
the three structural clusters identified by both methods
overlap well. Namely, on chromosome 13 and chromo-
some X, the overlapping covers 67.69 and 67.89% of the
structural clusters obtained from deep-sequencing data,
and 96.35 and 96.06% of the ones obtained from paralo-
gous sequences, respectively. On chromosome 22, the
overlapping between the two structural clusters is
perfect. This observation reinforces the understanding
that the three distinguished methods can provide comple-
mentary information.

The miRNAs in structural clusters and their targets

To understand whether the spectrum of MFs of miRNAs
organized in structural clusters is broad or focalized
instead, we looked at targets of miRNAs organized in
structural clusters. Targets were identified for the 1713
predicted miRNAs organized in structural clusters along
the 33 810 30UTR (Supplementary Figures S7–S9) and
the 326 741 CDS regions (Supplementary Figures
S10–S12) of human chromosomes. The analysis was
realized for two sets of miRNA/target pairs, a large
and a small one (sizes are reported in Table 2); they
are constructed by looking at the distribution of energy
values for miRNA/target pairs and by selecting those
pairs that are 2 (large set) or 3 (small set) standard de-
viations away, respectively, from the mean of the distri-
bution. Intuitively, they correspond to the pairs
exhibiting the most favourable interaction energy. We
obtained a large number of miRNAs that target both
30UTRs and CDSs: 1196 for the large set and 450 for
the small. In particular, 340 structural clusters are target-
ing both 30UTRs and CDSs for the large set and 189 for
the small one; see Tables 2 and 3. Functional analysis of
miRNA/target highlights that a large part of targets are
involved in transcriptional regulation and in regulation
of cancer pathways.
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Functional analysis of targets in 30UTR regions
Almost half (43%) of the BP GO terms associated to
miRNA/30UTR pairs in the large set are involved in regu-
lation and have the motif ‘regulation of’’ in their name: 261
GO terms are obtained with P < 0:1 and 105 terms with
P < 0:01. GO terms involved in positive regulation appear
with a higher P-value than those for negative regulation,
but both types are highly represented (see BP GO terms in
Table 4 and Supplementary Data Set 4). Transcriptional
regulation is highlighted by the analysis of BP GO terms
(P < 1:4e�13), MF GO terms (P < 2:4e�13) and PIR
keywords in the Swissprot database (P < 2:4e�17). This
suggests that predicted miRNAs might be involved in the
degradation of transcription factors, as it is the case for the
two already known miRNAs of chromosome 13 regulating
protein E2F1 and being regulated by c-Myc that also regu-
lates E2F1 (17).

Another important class of proteins identified by the
analysis is the one involved in molecular binding. It
concerns binding to various molecules (ion, cation,
DNA); it is very well represented and statistically signifi-
cant (see MF GO terms in Table 4 and Supplementary
Data Set 4).

By considering KEGG pathways, we obtain that ‘path-
ways in cancer’ has one of the smallest P-values
(P < 5:4e�9), and that 14 pathways corresponding to
different types of cancers are ranked as statistically sig-
nificant among all pathways. This indicates an involve-
ment of our predicted miRNAs in cancer development.
Notice that ‘melanogenesis’ (P < 1:1e�5) and ‘melanoma’
(P < 2:8e�5) pathways are identified, and this should be
understood by keeping in mind that we used Chromatin
Immunoprecipitation Sequencing (ChIP-seq) data from
skin cells for structural clusters prediction and that 115
miRNAs (20%) targeting 30UTRs associated to
‘melanogenesis’ and ‘melanoma’ over a total of 550 are
contained in structural clusters identified using deep-
sequencing data. In agreement with this analysis, PIR
keywords analysis of the Swiss-Prot database identifies
‘disease mutation’ (P < 1:6e�13) as statistically significant
(see KEGG and Swiss-Prot in Table 4 and Supplementary
Data Set 4).
The analysis of the Swiss-Prot database identifies ‘alter-

native splicing’ (P < 4:7e�74) and ‘phosphoproteins’
(P < 2e�59) as the most significant outcomes, suggesting
the involvement of predicted miRNAs in other forms of
regulation (see Table 4).
Finally, we notice that several of the pathways that we

had obtained in the functional analysis of structural
cluster regions also appear as significant. Among them,
there are apoptosis and several important signalling
pathways (P53, WnT, MAPK, Hedgehog, mTOR,
VEGF, Notch) (Table 4 and Supplementary Data Set 4).
For the small set, the signal is stronger than for the large

set of pairs: BP GO terms associated to ‘regulation of’
cover >48% of terms for P < 0:01 and >45% for
P < 0:1. This confirms the implication of predicted
miRNAs in regulatory functions. The same observations
on transcription regulation and binding activity of the
targets associated to MF GO terms and PIR keywords
in the Swiss-Prot database hold true (see Supplementary

Table 2. Best miRNA/target hits localized in 30UTR or CDS regions by miRanda

Sets of
pairs

Number of
pairs

Number of
30UTR

Number of
miRNA

Number
of SCs

DAVID IDs GO-BP GO-MF KEGG PIR

< 0:1 < 0:01 < 0:1 < 0:01 < 0:1 < 0:01 < 0:1 < 0:01

miRNA/30UTR pairs
Large 394 005 20 264 1263 349 11 087 608 244 142 70 63 41 139 81
Small 50 805 9316 623 229 5141 406 132 85 22 48 22 87 45

Sets of
pairs

Number of
pairs

Number of
CDSs

Number of
miRNAs

Number
of SCs

DAVID IDs GO-BP GO-MF KEGG PIR

< 0:1 < 0:01 < 0:1 < 0:01 < 0:1 < 0:01 < 0:1 < 0:01

miRNA/CDS pairs
Large 458 697 79 271 1239 342 14 751 614 305 143 73 43 15 164 105
Small 50 057 18 846 589 213 7618 704 318 160 70 50 28 160 79

For 30UTR and CDS regions, we report the number of miRNA/target pairs, the number of 30UTRs or CDSs containing targets, the number of
miRNAs for which targets are predicted, the number of different predicted structural clusters (416) with at least a miRNA that has a target, the
number of different genes involving targets (DAVID_IDs), the number of GO terms characterizing the best miRNA/target pairs and found in BP
and MF GO classes. The same analysis is reported for the KEGG data set and the PIR keywords of Swiss-Prot. For the four data sets, GO, KEGG
and PIR terms with P-value, P < 0:1 or P < 0:01 are counted.

Table 3. Structural clusters, miRNAs and targets

Sets 30UTR CDS

Total � 2 � 3 Total � 2 � 3

Large 349 319 280 342 315 275
Small 229 177 121 213 158 116

The number of predicted structural clusters containing at least two or
three miRNAs that target either 30UTR or CDS regions is reported.
Both large and small sets of miRNA/30UTR and miRNA/CDS pairs
are considered and for those the total number of predicted structural
clusters with at least one miRNA that targets 30UTR or CDS regions is
given.

Nucleic Acids Research, 2013, Vol. 41, No. 8 4401

http://nar.oxfordjournals.org/lookup/suppl/doi:10.1093/nar/gkt112/-/DC1
http://nar.oxfordjournals.org/lookup/suppl/doi:10.1093/nar/gkt112/-/DC1
http://nar.oxfordjournals.org/lookup/suppl/doi:10.1093/nar/gkt112/-/DC1
http://nar.oxfordjournals.org/lookup/suppl/doi:10.1093/nar/gkt112/-/DC1
http://nar.oxfordjournals.org/lookup/suppl/doi:10.1093/nar/gkt112/-/DC1
http://nar.oxfordjournals.org/lookup/suppl/doi:10.1093/nar/gkt112/-/DC1
http://nar.oxfordjournals.org/lookup/suppl/doi:10.1093/nar/gkt112/-/DC1


Data Set 4). Again, ‘alternative splicing’ (P < 3:07e�28) is
the most significant outcome of the PIR keywords analysis
in Swiss-Prot database. By considering KEGG pathways,
12 pathways corresponding to different types of cancers
are highlighted as statistically significant, and this
confirms the implication of predicted miRNAs in cancer
development. The pathways ‘melanogenesis’ (P < 2:4e�4)
and ‘melanoma’ (P < 0:017) as well as several signalling
pathways are among the identified ones, as already
pointed out in the functional analysis of structural
clusters regions (Supplementary Data Set 4).

Functional analysis of targets in CDS regions
It has already been shown that miRNAs’ targets are not
restricted to 30UTRs but can also be found in CDS regions
(58). We looked for target predictions within CDSs, and
the analysis confirmed the observations already pointed
out for 30UTR targets and highlighted the same statistic-
ally significant terms on different data sets. To be noticed
are GO terms as ‘cell adhesion’ (P < 1:06e�21) and

‘biological adhesion’ (P < 8:92e�22) for BP; they appear
as the most significant together with several positive regu-
lation pathways. In MF, transcription regulation
(P < 6:36e�19) appears as very significant together with
proteins binding a variety of molecules (DNA with
P < 2:8e�20, calcium ion with P < 2:10e�10 and others).
In KEGG, ‘pathways in cancer’ is the first highlighted
term followed by specific cancers, signalling pathways
and several cardiomyopathies (P < 6:03e�4). PIR
keywords analysis in Swiss-Prot highlights alternative
splicing (P < 5:31e�81), diseases mutations
(P < 1:19e�35) and cell adhesion (P < 1:18e�21). See
Supplementary Data Set 4.

A further validation of predicted 30UTR and CDS
targets based on miRNA seeds highlights transcription
regulation, binding to different types of molecules, espe-
cially DNA, alternative splicing and phosphoproteins as
statistically significant keywords confirming the analysis
above (Supplementary Data Set 5).

To conclude, target predictions cannot be blindly
trusted, but when a postulated miRNA, or even the

Table 4. Pathways containing genes whose 30UTR regions is targeted by some predicted miRNA

miRNA/30UTR targets analysis

Functional analysis based on GO terms—BP
Pathways Target P-value Fold enrichment Benjamini
Intracellular signalling cascade 858 3.8e�14 1.169187898 2.5e�10

Positive reg. of nucleobase, nucleoside, nucleotide and nucleic acid metabolic process 453 6.9e�14 1.242511095 2.3e�10

Positive reg. of cellular biosynthetic process 492 1.1e�13 1.229309377 2.4e�10

Positive reg. of nitrogen compound metabolic process 465 1.4e�13 1.235815815 2.2e�10

Regulation of transcription 1685 1.4e�13 1.108782125 1.8e�10

Functional analysis based on GO terms—MF
Pathways Target P-value Fold Enrichment Benjamini
Transcription factor activity 679 1.4e�13 1.188731838 3.6e�10

Transcription regulator activity 1016 2.4e�13 1.146992697 3.1e�10

Metal ion binding 2598 2.4e�11 1.07116788 2.1e�8

Sequence-specific DNA binding 433 3.2e�11 1.217637294 2.1e�8

Cation binding 2615 1.2e�10 1.068115108 6.4e�8

Ion binding 2652 1.2e�10 1.067392098 5.4e�8

Functional analysis based on KEGGs pathways
Pathways Target P-value Fold Enrichment Benjamini
Endocytosis 144 1.7e�9 1.372737226 3.4e�7

Insulin signalling pathway 110 3.1e�9 1.42922847 3.1e�7

Pathways in cancer 237 5.4e�9 1.267410335 3.6e�7

Axon guidance 101 6.5e�7 1.373328413 3.2e�5

Calcium signalling pathway 132 7.8e�7 1.315539841 3.1e�5

Glioma 55 8.6e�7 1.531316217 2.8e�5

Prostate cancer 72 4.4e�6 1.419009267 1.2e�4

MAPK signalling pathway 188 4.6e�6 1.235063621 1.1e�4

Melanogenesis 78 1.1e�5 1.381981247 2.3e�4

mTOR signalling pathway 45 1.9e�5 1.517930586 3.7e�4

Pancreatic cancer 59 1.9e�5 1.437349086 3.5e�4

ErbB signalling pathway 69 2.5e�5 1.391145579 4.2e�4

Melanoma 58 2.8e�5 1.432888466 4.2e�4

Functional analysis based on PIR keywords of Swiss-Prot database
Pathways Target P-value Fold Enrichment Benjamini
Alternative splicing 4889 4.7e�74 1.141082076 4.80e�71

Phosphoprotein 4692 2e�59 1.129027815 1.01e�56

Transcription regulation 1333 2.4e�17 1.149882304 8.1e�15

Transcription 1358 1.7e�16 1.145994025 5.6e�14

Kinase 494 1.1e�15 1.254877097 2.2e�13

Disease mutation 1048 1.6e�13 1.151207963 2.7e�11

Functional analysis is realized on the large set of pairs. For each pathway, the number of genes of the pathway that are targeted by some predicted
miRNA, P-value, fold enrichment and Benjamini-corrected P-value are reported. The most significant outcomes are listed for GO (BP and MF),
KEGG and Swiss-Prot databases. Pathways related to regulation (orange), binding (blue), signalling (pink), cancer (green) are highlighted.
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whole structural cluster, has no good target, a prediction
may be eliminated. In this respect, it is important to
observe that most predicted structural clusters contain
miRNAs with targets displaying a high miRNA/target
binding energy (Table 3), and that many miRNAs target-
ing genes belonging to the same functional class co-exist
within the same structural clusters (Table 5). Also,
miRNA prediction methods do not present differentiated
functional classes of targets. The functional analysis on

miRNAs predicted by paralogous sequences and by
deep-sequencing data taken separately, provides compar-
able results to those described earlier in the text (compare
predictions based on deep-sequencing data to all predic-
tions in Table 5, and see Supplementary Data Set 6 for the
differentiated analysis on the large set). Among targets
obtained from deep-sequencing data, we observe a
stronger signal of pathways in cancer and melanogenesis
obtained for the KEGGs data set in agreement with the

Table 5. Functional analysis of structural clusters

Functional analysis of miRNAs in structural clusters

Pathways SCs w/ at least
one miRNA
w/ targets: SC_one

SCs with all
miRNAs
w/ targets: SC_all

Ratio
SC_all /
SC_one

mRNAs
w/ targets

miRNAs
w/ targets

GO terms—BP
Intracellular signalling cascade 281(82) 161(27) 0.57 1491 876
Positive reg. of nucleobase, nucleoside, nucleotide and nucleic acid

met. process
261(80) 147(26) 0.56 789 793

Positive reg. of cellular biosynthetic process 267(80) 147(25) 0.55 845 800
Positive reg. of nitrogen compound met. process 261(80) 147(26) 0.56 812 794
Regulation of transcription 289(84) 179(33) 0.62 1524 942

GO terms—MF
Transcription factor activity 279(84) 162(30) 0.58 1058 893
Transcription regulator activity 291(85) 177(31) 0.61 1614 944
Metal ion binding 305(87) 204(40) 0.67 4114 1041
Sequence-specific DNA binding 264(77) 149(26) 0.56 683 817
Cation binding 305(87) 204(40) 0.67 4142 1041
Ion binding 305(87) 204(40) 0.67 4212 1041

KEGGs pathways
Endocytosis 216(72) 84(12) 0.39 243 562
Insulin signalling pathway 201(65) 70(9) 0.35 204 528
Pathways in cancer 252(75) 124(19) 0.49 455 728
Axon guidance 200(67) 68(13) 0.34 177 506
Calcium signalling pathway 231(69) 108(11) 0.47 271 634
Glioma 180(62) 46(3) 0.26 102 441
Prostate cancer 187(62) 54(4) 0.29 140 433
MAPK signalling pathway 247(75) 123(16) 0.50 400 712
Melanogenesis 193(65) 65(8) 0.34 131 496
mTOR signalling pathway 180(58) 49(5) 0.27 91 422
Pancreatic cancer 166(50) 45(5) 0.27 126 381
ErbB signalling pathway 181(58) 49(4) 0.27 140 441
Melanoma 167(57) 38(3) 0.23 105 388
Acute myeloid leukemia 165(58) 44(7) 0.27 96 390
Basal cell carcinoma 164(54) 41(5) 0.25 69 354
Bladder cancer 145(47) 28(2) 0.19 70 300
Chronic myeloid leukemia 175(58) 58(7) 0.33 105 434
Colorectal cancer 174(54) 52(9) 0.30 116 410
Endometrial cancer 159(52) 38(3) 0.24 77 352
Non-small cell lung cancer 197(53) 77(5) 0.39 78 507
Renal cell carcinoma 151(51) 34(4) 0.23 96 345
Small cell lung cancer 198(54) 79(6) 0.40 106 489

Swiss-Prot PIR keywords
Alternative splicing 316(88) 236(47) 0.75 9230 1122
Phosphoproteins 312(86) 218(46) 0.70 5517 1101
Transcription regulation 10(6) 2(0) 0.20 2052 13
Transcription 10(6) 2(0) 0.20 2091 13
Kinase 256(80) 119(26) 0.46 887 737
Disease mutation 291(84) 166(27) 0.57 1986 939

For each pathway, the number of mRNAs in the pathway containing at least one target and the number of miRNAs with at least one target in these
mRNAs are reported in the last two columns. For the set of miRNAs targeting genes associated to a specific pathway, we report the number of
structural clusters (SCs) containing at least one of the miRNAs in the set (second column), the number of SCs with all their miRNAs in the set
(thirrd column) and the ratio of these two numbers (fourth column). Pathways with a ratio � 30% (blue) and � 40% (green) are highlighted. In the
second and third columns, the numbers in parenthesis correspond to structural clusters predicted with deep-sequencing data. Pathways correspond to
those in Table 4 and Supplementary Table S27.

Nucleic Acids Research, 2013, Vol. 41, No. 8 4403

http://nar.oxfordjournals.org/lookup/suppl/doi:10.1093/nar/gkt112/-/DC1
http://nar.oxfordjournals.org/lookup/suppl/doi:10.1093/nar/gkt112/-/DC1


usage of reads coming from melanoma cancer cells. We
also observe the keyword ‘disease mutations’ that appears
in the top scored terms in the Swiss-Prot list. Among
targets obtained with paralogous miRNAs, regulation of
transcription presents a stronger signal for GO terms and
regulation, binding, alternative splicing as well as specific
cancers are consistently highly significant.

Structural cluster regions and functional chromosomal
organization

We studied whether structural clusters are located
in chromosomal regions containing genes involved in
specific biological pathways, possibly implicated in
human diseases, and analysed the KEGG database
(37,38).
To evaluate the amount of genes in the proximity of

structural clusters, we computed the coverage of function-
ally related genes within structural cluster regions for
gradually increasing region sizes. (Histograms describing
the distribution of structural cluster regions for 25%
chromosomal coverage are reported in Supplementary
Figure S4.) P-values are computed on the associated
curves. This analysis has been exhaustively carried on
subclasses and pathways of all KEGG’s classes: cellular
processes, environmental information processing, genetic
information processing, human diseases, metabolism and
organismal systems (Supplementary Table S1). We
identified, with a statistically significant P-value < 10�3,
two subclasses (all pathways confounded) and 13 specific
pathways to be composed mostly by genes that are
localized within structural cluster regions. The subclasses
are the immune systems diseases and the sensory system
subclasses, see Figure 3a and b. Other subclasses and
pathways are noticeable, even though they are identified
with a weaker statistical importance: 11 subclasses and 42
pathways are identified with a P-value < 0:1. They are all
reported in Supplementary Table S8, where, for each
pathway, the coverage presenting the strongest evidence
for a non-random distribution is given. See also Figures 3c
and d and Supplementary Figure S1.
An analysis of gene distribution along chromosomes

highlighted that genes in a given pathway or in a given
subclass are tendentially spread over all chromosomes and

over several sites within the same chromosome. Hence, the
co-localization of groups of genes and structural clusters
becomes a highly unlikely event. For pathways involved in
immune systems diseases for instance, one should notice
that roughly, the 36% of the entire genome is covered by
structural cluster regions and that only a fifth of all struc-
tural cluster regions captures the 65% of the genes
involved in immune systems diseases (Supplementary
Table S9 shows the details of the coverage by structural
cluster regions for each chromosome; see Figure 3a). For
the asthma pathway (28 genes, P < 10�3), the 96% of
genes are covered by just 10 structural cluster regions
distributed over eight chromosomes (when a chromo-
somal coverage of 40% is considered; Supplementary
Table S10). A detailed chromosomal analysis of all
subclasses listed in Supplementary Table S3 and of a few
more pathways has been reported in Supplementary
Tables S9–S28.

Within each KEGG’s subclass, we identified specific
pathways explaining the deviation from the random dis-
tribution of genes computed for the corresponding
subclass. By doing so, we identified several pathways of
immune system diseases displaying a strong P-value
< 10�3 (like asthma and systemic lupus erythematosus;
Supplementary Table S3). Within the sensory system, we
identified the olfactory transduction pathway (386 genes)
with P < 10�3. See Figures 3c, Supplementary Figures
S1–S5 and Supplementary Tables S9–S28 for a detailed
analysis of these KEGG’s pathways.

We explored signal transduction pathways. Even
though, when taken all together, these pathways do not
display a behaviour, which is statistically interesting,
when considering them separately, Wnt (150 genes,
P ¼ 0:015), Notch (47 genes, P ¼ 0:017) and Hedgehog
(56 genes, P ¼ 0:048) display a non-random gene distri-
bution in structural cluster regions (Supplementary
Figures S1–S4 and Supplementary Tables S21–S23).
These signal transduction pathways were previously pin-
pointed as prime candidates for miRNA-mediated regu-
lation, and several examples were reported to suggest
miRNAs to be generators of graded responses or ampli-
fiers in signal pathways, both for single pathways or sig-
nalling cross-talks (59).
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Figure 3. Analysis of KEGG classes coverage by structural cluster regions. Curves associated to the subclass of immune system diseases (a), of
sensory systems (b), and olfactory transduction (c). Each arrow corresponds to the point in the curve with largest distance from the corresponding
random curve. P-values for these arrow points are < 10�3. See Supplementary Table S8. Curves are constructed by interpolating on all d values (see
‘Materials and Methods’ section for the definition of d steps). Comparison is realized with random curves (dotted curves; see ‘Materials and
Methods’ section for randomized gene selection).
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Owing to the tendency for structural clusters to be
co-localized in regions spanning 1–6Mb along the
chromosomes, we considered non-isolated structural
cluster regions (i.e. chromosomal regions containing at
least two structural clusters) only and repeated the afore-
mentioned analysis. A slightly larger number of pathways
and of subclasses appears to display a non-random distri-
bution of genes within the regions. It is worth noticing
that the immune system subclass (801 genes) is now
identified with P < 10�3, and that infectious (326 genes)
and neurodegenerative (323 genes) diseases subclasses are
identified with a P ¼ 0:002. Several new pathways
involved in human diseases, metabolism and signal trans-
duction were also found (the complete list is given in
Supplementary Table S29; see also Supplementary
Figures S2).

Structural clusters and cancer pathways
Several concrete examples of pathways support the hy-
pothesis that miRNAs serve as nodes of signalling
networks that ensure homeostasis and regulate cancer,
metastasis, fibrosis and stem cell biology (59). We
analysed pathways known to be involved in cancer
and organized in three different databases, KEGG,
ATLAS (39–45) and CGC (46). Similarly to signal
transduction pathways, the distributions of cancer
genes in these data sets do not display a behaviour,
which is sharply distinguishable from random. The
three data sets provide comparable results: KEGG
displays a cancer gene coverage of 81.84% (for
68.71% coverage of the chromosome) obtained with
P ¼ 0:457, ATLAS of 97.78% (92.60%) with
P ¼ 0:452 and CGC of 81.08% (67.67%) with
P ¼ 0:351. By considering each pathway in KEGG sep-
arately though, we found that thyroid cancer (29 genes;
P ¼ 0:055; Supplementary Figures S1–S7 and
Supplementary Tables S8 and S20) and prostate cancer
(89 genes; P ¼ 0:07; Supplementary Table S29-2) display
a non-random gene distribution in structural cluster
regions. In particular, �10% of thyroid cancer genes
are located immediately close (at most one gene separ-
ates them) to structural clusters.

Several pathways known to be only indirectly
involved in oncogenesis are characterized by genes
localized in structural cluster regions defined on
non-isolated structural clusters. This is the case for the
apoptosis pathway (87 genes, P ¼ 0:032; Supplementary
Figures S1–S4, Supplementary Tables S8 and S25), the
Mitogen-Activated Protein Kinase (MAPK) pathway
(270 genes; P ¼ 0:091; Supplementary Table S29-1)
and the Vascular Endothelial Growth Factor (VEGF)
signalling pathway (75 genes; P ¼ 0:036). The develop-
ment of an oncogenic state is a complex process
involving the accumulation of multiple independent mu-
tations that lead to deregulation of cell signalling
pathways central to the control of cell growth and cell
fate (60–62). Our finding is in agreement with this idea
and highlights miRNA regulation mechanisms (poten-
tially affected by mutation) as potential causes of
signalling pathway disfunctioning.

Structural cluster regions versus fragile sites
A comparison between structural cluster regions and
fragile sites, i.e. sites in human chromosomes reporting
high genetic instability owing to high mutation rate and
frequent deletions or rearrangements in some cancerous
cells (63), was made. About 34% of known miRNAs in
miRBase v13 are located in fragile sites, and �31% lie in
structural cluster regions (defined at comparable chromo-
somal coverage, i.e. �26%; see ‘Materials and Methods’
section). Fragile sites and structural cluster regions do not
overlap in a meaningful manner: �28% of fragile sites
only cover structural cluster regions and vice versa
(Supplementary Figure S13 and Supplementary Table
S30). The comparison between gene distribution for
KEGG’s biological pathways within fragile sites and
gene distribution within structural cluster regions high-
lights that structural cluster regions better cover
KEGG’s genes (Figure 4). Several large KEGG’s
subclasses of human diseases, metabolism and organismal
systems are better localized around structural cluster
regions than around fragile sites (Supplementary Table
S31). At a minor extent, the same holds for genes
involved in specific cancer pathways (38.15% versus
33.15%); similar coverages are obtained for ATLAS and
CGC data sets (Supplementary Table S32).

DISCUSSION

The discovery of structural clusters mir-17-92 (9) and
mir-106a-363 (10) involved in cancer development
provided the need for a computational tool that helps to
characterize potential structural clusters within the human
chromosomes as new candidates for experimental tests.
An exhaustive naive search of structural clusters cannot
be based on a naive sequence search because the compu-
tational cost for genomic screening is too high. Based on
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the observation that structural clusters appear to contain
paralogous miRNAs, we could circumvent this problem
by designing an algorithm that could search for palin-
dromic regions, therefore for regions that are highly sus-
ceptible to contain secondary structures formed by several
hairpins, containing paralogous sequences. This intuition
allowed us to screen thousands of potential structural
clusters and select those that energetically are the most
stable and best fit expected combinatorial criteria.
Known structural clusters are selected by our system,
and together with them, several new ones were predicted.
With an a posteriori verification, we remarked several facts
that increase the level of confidence in our predictions:

(1) The localization of structural clusters in intronic
regions versus intergenic regions

(2) The identification of known conserved seeds in
predicted miRNAs

(3) The overrepresentation of miRNA/miRNA* reads
within structural clusters predicted from deep-
sequencing data

(4) The negligeable effect of CDS, exons and ncRNAs
filtering of the predictions based on paralogous
potential miRNAs (see ‘Materials and Methods’
section)

(5) Most structural clusters contain miRNAs targeting
some 30UTR or CDS

(6) The regulatory functions of target genes high-
lighted by 30UTR and CDS targets functional
analysis

(7) Functional analysis on miRNAs predicted by par-
alogous sequences and on by deep-sequencing data
taken separately provides comparable results

Our search was realized along the entire human
genome, i.e the full genomic sequence including regions,
which are highly repeated. We wished to find miRNA
structural clusters possibly occurring anywhere along the
genome, with the exception of genes. This is because of the
evidence that insertion of transposable elements appears
to be one of the driving forces that create new miRNAs
(64) and that >15% (162 over 1028 non-redundant se-
quences) of human pre-miRNAs in miRBase v16 are
masked by RepeatMasker.
Predictions of structural clusters based on deep-

sequencing data are also provided by the algorithm.
About a hundred structural clusters were predicted
directly from reads, and most of known miRNAs among
them are unknown to be organized in clusters. The 86% of
them contain miRNAs with known seeds. Their structural
organization suggests an organized regulation of the
miRNAs occurring in them and might provide an import-
ant insight to the biologist. Also, we highlighted 13 new
structural clusters whose miRNAs are identified by reads
occurring either in cervical cancer or in melanoma and
pigment cells experiments (Supplementary Table S7).
The miRNAs hosted in these structures are unknown to
be structurally organized, and their co-localization might
guide the unraveling of their regulatory role.
The rather small overlapping of sets of miRNA struc-

tural clusters predicted by the different approaches

(Supplementary Figure S3) highlights the interest of
combining different algorithmic strategies in the design
of predictive tools. As each method optimizes different
criteria, the outcomes might vary in terms of miRNA
lengths, miRNAs identification within the structural
cluster, structural cluster size and so forth. It is worth
noticing that a few of our structural clusters are made of
very long sequences and contain many miRNAs. The ab
initio structural cluster search based on paralogous se-
quences detected a structural cluster of 26 miRNAs for
instance (Supplementary Figure S14), constituted by
repeated sequenced that are not known to Repbase (35),
by very stable hairpins and by miRNAs with targets.
Another example is a 8 miRNA’s structural cluster
issued from deep-sequencing data (Supplementary
Figure S15), also presenting stable hairpins, miRNAs
with targets and very good matching of reads on the
miRNA/miRNA* sequences. These cases are rather
unique, but they are highlighted to illustrate the strong
energy conditions satisfied by the structures as well as
the interesting target mapping that is found. Their func-
tionality should be experimentally tested. It has been often
argued that new miRNAs are likely to be created by trans-
posable elements generating repeated sequences, and it
might be that these two structures are remarkable
examples of such process.

Very little is known on the functional implications of
the two known miRNA structural clusters, of their poten-
tial role in the cross-talking between distinct pathways, on
their regulation of a single or multiple target, besides the
observation that they are over-expressed in a highly sig-
nificant manner during cancer. This suggests that miRNA
structural clusters can be indicators of regions whose tran-
scription is functionally important during specific condi-
tions, like cancer development, and this was one of the
reasons for us to look closer for the content of these
regions and in particular to identify the pathways that
are co-localized with structural clusters. For instance,
the 33% of chromosomal coverage captures 69% of
genes involved in thyroid cancer. For this pathway,
�10% of its genes either contain structural clusters
within their introns or they contain them in intergenic
regions surrounding them. This strongly suggests that
thyroid cancer genes might be regulated by the potential
miRNAs contained in the associated structural clusters.
Experiments for testing it or in silico gene target identifi-
cation are required.

The presence of genes associated to important func-
tional subclasses (like immune system diseases, signal
transduction, development and sensory system) in struc-
tural cluster regions hints for a possible regulation of these
genes by miRNAs contained in structural clusters, but this
hypothesis deserves an experimental analysis. In particu-
lar, the presence of structural clusters within introns of
known genes suggests that these structural clusters might
be regulated by the promoter of their host gene. One
expects, as in the case of mir-17 and c-Myc, to find
miRNAs in the cluster regulating (possibly negatively)
some of the genes targeted by the activating transcription
factor. Finding transcription factors that activate the
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expression of structural clusters is a direction of investiga-
tion to be undertaken.

The strong bias in co-localization between genes of
some pathway and structural clusters suggests using struc-
tural clusters as genetic landmarks for the prediction of
putative genes involved in a pathway. Predictions could be
realized by targeting genes involved in the same miRNA
regulation or by identifying genes localized within the
same structural cluster regions (see Table 5). In the
specific case of cancer, predictions of pathway deregula-
tion in cell lines have been shown them to be sensitive
to therapeutic agents that target components of the
pathway (65). Therefore, a systematic identification of
pathways, which are most susceptible to miRNA regula-
tion might turn out to be relevant in the design of thera-
peutic strategies and drugs.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online:
Supplementary Tables 1–32, Supplementary Figures
1–15 and Supplementary Data Sets 1–6.

ACKNOWLEDGEMENTS

The authors thank Dave Du Verle for providing the
software searching for palindromic regions within a
genome, and Anne Lopes for comments on the manu-
script. A.M. participated in the design of the study, imple-
mented the algorithm, performed the in silico experiments
and participated in their analysis. A.C. conceived the
study, participated in its design and coordination,
analysed the data and wrote the article. All authors read
and approved the final manuscript.

FUNDING

Ministère de l’Enseignement Supérieure et de la Recherche
(MESR) doctoral fellowship and a MESR teaching assist-
antship (to A.M.). Funding for open access charge:
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