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We read with great interest the article by van de Leur et al.1 report-
ing a method to extract interpretable features from electrocardio-
grams (ECGs) using a variational auto-encoder (VAE). In the 
present study, the authors used VAE to compress the ECG into 
21 generative ECG factors (named FactorECG), which can be in 
turn used for predicting reduced ejection fraction (EF) and 1-year 
mortality. We commend the authors for presenting a new applica-
tion of self-supervised machine learning by analyzing vast amounts 
of clinical data, as we are also working on the applications of autoen-
coders to nuclear cardiac imaging.2 On the other hand, we are con-
cerned that the title of the present study and the research 
methodology are somewhat misleading. Perhaps, there is a bit of 
confusion between interpretability and explainability involved.

Firstly, it is unclear what comparison is being made concerning the 
improvement in explainability. In this study, diagnostic performance is 
compared between the conventional deep convolutional neural net-
work (DNN) model and the proposed method using VAE, but evidence 
of ‘improved explainability’ has not been provided. Only the correlation 
between classical ECG measurements and the proposed FactorECG is 
shown. It seems to us that authors are tying ECG measurements, which 
are inherently explainable, to more complicated and unexplainable para-
meters. For example, Factors 5, 10, and 25, which have been shown to 
be useful in diagnosing reduced EF using the extreme gradients boosting 
decision tree (XGBoost), reflect conventional ECG measurements, 
such as T-wave morphology, QT duration, and QRS width. If so, there 
is no need to use the circuitous pipeline but to directly train XGBoost 
with conventional ECG parameters. Then the Shapley Additive 
exPlanations values will ensure explainability. We think it would be 
more interesting to give up translating the FactorECG into conventional 
ECG indices and compare them with other clinical indices, such as echo-
cardiographic parameters.

Secondly, the authors’ criticism of the conventional DNN as a 
‘black box also misses the point. Their claim of ‘model-level 

explainability’ is very limited to the generative process of ECG wa-
veforms and does not directly explain reduced EF or 1-year mor-
tality. By using the term ‘pipeline’, the authors seem to be 
intentionally hiding the fact that they are using logistic regression 
and XGBoost models for the downstream prediction tasks. It is 
also a factual error that the heat map only provides temporal lo-
cations of ECG features. We can find a handful of examples that 
important features are visualized on the ECG in the temporal 
and voltage directions at the same time.3,4 It seems to us that 
the true strengths of their VAE-based approach are hampered 
by the issues described above.

We appreciate the importance of the present work in raising 
the interpretability (and explainability) of the generative model 
for synthesized ECG. The generation of realistic ECG by genera-
tive adversarial networks was recently reported by Thambawita 
et al.5, but they were not able to control the morphology of 
synthesized ECG. Therefore, we hope van de Leur et al.1 will con-
tinue to expand the use of generative models in ECG and cardiac 
imaging.

Data availability
The data underlying this article are available in the article.
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