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Objective: Dielectric properties can be used in normal and malignant tissue identification,
which requires an effective classifier because of the high throughput nature of the data.
With easy training and fast convergence, probabilistic neural networks (PNNs) are widely
applied in pattern classification problems. This study aims to propose a classifier to identify
metastatic and non-metastatic thoracic lymph nodes in lung cancer patients based on
dielectric properties.

Methods: The dielectric properties (permittivity and conductivity) of lymph nodes were
measured using an open-ended coaxial probe. The Synthetic Minority Oversampling
Technique method was adopted to modify the dataset. Feature parameters were scored
to select the appropriate feature vector using a Statistical Dependency algorithm. The
dataset was classified using adaptive PNNs with an optimized smooth factor using the
simulated annealing PNN (SA-PNN). The results were compared with traditional
Probabilistic, Support Vector Machines, k-Nearest Neighbor and the Classify functions
in MATLAB.

Results: The conductivity frequencies of 3959, 3958, 3960, 3978, 3510, 3889, 3888,
and 3976 MHz were selected as the feature vectors for 219 lymph nodes (178 non-
metastatic and 41 metastatic). Compared with the other methods, SA-PNN achieved the
highest classification accuracy (92.92%) and the corresponding specificity and sensitivity
were 94.72% and 91.11%, respectively.

Conclusions: Compared with the other methods, the SA-PNN proposed in the present
study achieved a higher classification accuracy, which provides a new scheme for
classification of metastatic and non-metastatic thoracic lymph nodes in lung cancer
patients based on dielectric properties.

Keywords: dielectric properties, thoracic lymph nodes, simulated annealing algorithm, probabilistic neural
network, metastatic
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INTRODUCTION

Dielectric properties usually include effective dielectric
permittivity and conductivity (1), which are intrinsic properties
of biological tissues and can indirectly reflect the physiological
state changes of tissues. Previous studies have reported that
dielectric properties could be used as an index parameter for
identification of normal and malignant liver (2), thyroid (3),
breast (4), and colorectal tissues (5). For the measured dielectric
data, the dielectric parameters at each frequency point are
equivalent to the feature parameters. This makes the data
cumbersome and reduces the classification efficiency.
Therefore, it is necessary to select an effective classifier for
abnormal tissue identification.

Probabilistic neural network (PNN) was first proposed by
Donald F. Specht in the late 18th century. The theoretical basis of
the network is Bayesian classification theory and probability
density function estimation (6–10). It can realize the function of
nonlinear learning algorithms with linear learning algorithms,
which is widely applied in pattern classification problems.
Compared with other neural networks, PNN has the
advantages of easy training and fast convergence. Therefore, it
is suitable for real-time classification. In PNN, the radial basis
function in the pattern layer transfers data as an activation
function, and the smooth factor s determines the width of the
Gaussian curve (9). However, in the traditional PNN, the value of
s of each neuron in the pattern layer is fixed, which leads to the
failure to fully reflect the real situation of the sample space and
limits the performance of the network. Therefore, allowing
activation functions of different neuron classes in the pattern
layer to take different s values will improve the performance of
the network. Simulated annealing (SA) algorithm is a general
optimization algorithm based on probability. It can find the
optimal solution of the objective function in a large space. It has
the advantages of strong robustness, is suitable for parallel
processing, and can be used for the optimization of complex
nonlinear problems (11, 12).

In this study, an adaptive probabilistic neural network with an
optimized smooth factor by simulated annealing algorithm (SA-
PNN) is proposed to classify metastatic and non-metastatic
thoracic lymph nodes in lung cancer patients based on
dielectric properties. Expected classification results are obtained.
MATERIALS AND METHODS

Data Introduction
The dielectric parameters of lymph nodes were measured using
open-ended coaxial probes (13, 14). All measurements were from
patients receiving lung surgery in the Department of Thoracic
Surgery, Nanfang Hospital, Southern Medical University. All
thoracic lymph nodes were freshly obtained during surgery
within 10 min after these samples were removed from the
patients to increase the time-sensitivity to increase the time-
sensitivity. The metastatic status of the thoracic lymph nodes was
Frontiers in Oncology | www.frontiersin.org 2
determined by regular pathological examination. Related human
tissue studies were approved by the ethics committee of Nanfang
Hospital, Southern Medical University, Guangzhou, China
(NFEC-2017-070). This trial was registered at https://
clinicaltrials.gov (registration number: NCT03339479) and all
patients provided informed consent in accordance with the
Declaration of Helsinki. The Synthetic Minority Oversampling
Technique (SMOTE) algorithm was used to preprocess the
lymph node data (15).

Feature Parameter Scoring
The Statistical Dependency (SD) method is applied in this paper
as the feature scoring algorithm to score the permittivity and
conductivity at each frequency point. As a feature scoring
algorithm, the goal of the SD method is simply to measure
whether the values of a feature are dependent on the associated
class labels or whether the two simply co-occur by chance. The
statistical dependence between the discretized feature values y
and the class labels z is evaluated according to Formula (1) (16):

SD = o
y∈Y

o
z∈Z

p y, zð Þ p y, zð Þ
p yð Þp zð Þ (1)

In this formula, p(y, z) stands for the joint probability
distribution of y and z, p(y) and p(z) stand for the marginal
probability distribution functions of y and z, respectively. The
larger the SD, the higher the dependency between the feature
values and the class labels. In the case that the feature is fully
independent of the class labels, the SD will obtain the minimal
value of one. The SD value of each feature parameter can be
obtained by calculating them using this formula. The SD value
minus one (SD-1) was taken as the final score of the
feature parameters.

Different feature subsets are combined for classification
experiments. The feature subset with the best classification
result is selected as the final feature vector for identification
and classification.

Probabilistic Neural Network
Probabilistic Neural Network Model
PNN was used in this study (6–10). PNN is composed of four
layers: input layer, radial base layer (pattern layer), decision-
making layer (summation layer) and output layer (Figure 1).

Taking the network input vector dimension of three as an
example, the details of each layer are outlined below.

The first layer is the input layer, which receives the input of
samples X = (x1, x2, x3), where xi (i = 1, 2, 3) represents the input
of the number i neuron in this layer, and transmits the input data
to the radial base layer. The number of neurons in this layer is
equal to the number of feature variables.

The second layer is the pattern layer. The number of neurons
in this layer is equal to the number of training samples. Each
neuron in the pattern layer has a center. After receiving data
from the input layer, the distance between the input data and
each center is calculated. Each neuron will output a scalar. After
the sample vector X is input into the pattern layer, the input-
March 2021 | Volume 11 | Article 640804
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output relationship of the number j neuron in the class i mode of
the pattern layer is determined by Formula (2):

F ij = exp −
‖X − Xij ‖2

s 2

� �
(2)

In the following formula, i = 1, 2, …, m, where m stands for
the total number of training samples. In this study, m = 2. Xij
stands for the center of the jth neuron in the ith class sample. Fii

stands for the output of the jth neuron in the ith class sample. s is
a constant, which is the width parameter or smooth factor of the
Gaussian curve. This constant plays an important role in the
performance of PNN.

The third layer is a summation layer. The number of neurons in
this layer is equal to the number of classification categories. In this
study, the number of neurons in the summation level is two. Since
each neuron in the pattern layer has been designated to a certain
class, the neurons belonging to the same class in the pattern layer
will be connected with the same neuron in the summation layer.
While the neurons of a different class in the pattern layer will not be
connected to the same neuron in the summation layer. The output
of neurons belonging to the same class in the pattern layer is
weighted and averaged in the summation layer (17) by Formula
(3):

si =
on

j=1F ij

n
(3)

In the above formula, si stands for the output of the i
th class in

the summation layer, and n stands for the number of neurons in
the ith class.

The fourth layer is the output layer. The number of neurons
in this layer is equal to the number of neurons in the summation
layer. Each neuron in the summation layer will be connected to
Frontiers in Oncology | www.frontiersin.org 3
the neurons in the output layer with corresponding weights. In
this study, all the weights are taken as one. That is, all the
neurons are connected with the same weight. The output layer is
based on Bayesian classification decision theory, where there will
be competition among neurons. By receiving the output of the
summation layer neurons and judging the values, the neuron
with the maximum posterior probability is found in the output
layer. The output of this neuron is one, and all other neuron
outputs is zero.

Optimization of the Probabilistic Neural Network by
a Simulated Annealing Algorithm
To improve the performance of the network, it is allowed to take
different s values in the pattern layer by the activation functions
of different class of neurons. Formula (2) can transform into
Formula (4) as shown below:

F ij = exp −
‖X − Xij ‖2

s i2

� �
(4)

The steps for optimizing the PNN with SA-PNN are
as follows:

Step 1: Establish a fitness function. The goal of this study is to
improve the accuracy of identification of metastases in lymph
nodes. Therefore, the minimum number of classification errors is
expected. The error rate of the selected fitness function for
classification is:

f sð Þ = Nerror

N sum
� 100%

In this formula, Nerror stands for the number of incorrectly
identified samples in the training sample set, and Nsum stands for
the total number of training samples.
FIGURE 1 | Network structure of probabilistic neural network.
March 2021 | Volume 11 | Article 640804
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Step 2: Initialize parameters. For the initial solution s0,
calculate the corresponding fitness function value f(s0) and set
the initial temperature t = t0.

Step 3: Set the number of iterations as Count = 0.
Step 4: Calculated the increment Df = f(s) - f(s0), after the

feasible solution s is randomly generated from the neighborhood
Step 5: Accept s as the new current solution and considered

the starting point for the next time (s0= s), if Df <0. Once Df ≥ 0,
determine whether e-Df/t > rand(0,1) (t is the current
temperature) is valid. If so, accept the solution, otherwise
discard the solution and take the original solution as the next
starting point.

Step 6: Set the number of iterations for Count= Count+1. If
Count does not reach the maximum number, return to Step 4, or
continue with the next steps.

Step 7: Anneal. Decrease t gradually, where t!0, then
proceed to Step 3.

In the steps above, the parameters settings are as follows:
initial solution s0 is randomly generated, initial temperature T0 =

100, number of iterations Count=1000. The annealing strategy is
the most commonly adopted exponential annealing tk = a tk-1,
where k is a positive integer and k ≥ 1, 0 < a < 1.

Since the adaptive PNN is prone to over-fitting in the
experimental process, a part of the data set is divided into a
validation set to adjust the smooth factor to alleviate over-fitting.
The specific algorithm flow is shown in Figure 2. When a group of s
values corresponding to the minimum value of the fitness function is
discovered by a training set, validation is conducted with the
validation set. The threshold is then set. When the classification
accuracy of the validation set is lower than the threshold value, the
obtained group of s values is adjusted. The test set is then examined,
which helps prevent over-fitting.

Other Prediction Models
In this study, besides the SA-PNN, five algorithms, including the
BP neural network, RBF neural network, the classify function,
Frontiers in Oncology | www.frontiersin.org 4
SVM and kNN, were applied to analyze the data. The data
analysis for the BP neural network, the RBF neural network, the
classify function, SVM and kNN was performed using MATLAB
2017 (MathWorks Inc., Natick, MA, USA).

Calculation of the Classification
Performance Evaluation Index
In this study, the accuracy, specificity and sensitivity of the
classifier are considered in judging its performance (18). The
formulas for sensitivity, specificity and accuracy are as follows:

SEN =
TP

TP + FN
� 100%

SPE =
TN

FP + TN
� 100%

ACC =
TP + TN

TP + FN + FP + TN
� 100%

SEN, SPE and ACC represent sensitivity, specificity, and
accuracy, respectively. TP (true positivity) represents the
number of tumor samples correctly identified, FN (false
negativity) represents the number of tumor samples mistakenly
identified as normal tissue samples, TN (true negativity)
represents the number of normal tissue samples correctly
identified, and FP (false positivity) represents the number of
normal tissue samples mistakenly identified as tumor samples.

Through stratified random sampling, 60% of samples were
selected for the training set from the data set of metastatic
thoracic lymph nodes and non-metastatic thoracic lymph
nodes in lung cancer patients, 20% of samples were selected
for the validation set, and 20% of samples were selected for the
test set. The experiment was repeated 20 times. The 20-hold-out
method was used, and the average value of 20 results was taken as
the final result.
FIGURE 2 | Flow chart of adaptive probabilistic neural network algorithm based on validation set.
March 2021 | Volume 11 | Article 640804
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RESULTS

Sample Information and Dielectric
Properties of Lymph Nodes
By combining current and previously published data (19), the
dielectric parameters from 41 lung cancer metastatic thoracic
lymph nodes and 178 non-metastatic lung thoracic lymph nodes
from 74 patients were measured (Table 1) using an open-ended
coaxial probe with 3,951 frequency points in the range of 50
MHz to 4 GHz.

In Figure 3, the curve of the median of the dielectric
properties of metastatic and non-metastatic thoracic lymph
nodes in lung cancer patients is shown. From the
measurements, it can be learned that there are obvious
differences in the permittivity and conductivity between
metastatic and non-metastatic thoracic lymph nodes in the
range of 50 MHz to 4 GHz. The permittivity and conductivity
of metastatic thoracic lymph nodes are higher than those of non-
metastatic thoracic lymph nodes.

SD-1 Values of Permittivity and
Conductivity of Lymph Nodes
The SD-1 values of permittivity and conductivity for pulmonary
thoracic lymph nodes at each frequency point are shown in
Figure 4. Among the top 100 values with the highest feature
scores, only the 65th has a permittivity at 2824 MHz, with the rest
Frontiers in Oncology | www.frontiersin.org 5
being conductivity scores. Therefore, it can be preliminarily
inferred that using conductivity as a feature parameter to
differentiate metastatic and non-metastatic thoracic lymph
nodes in lung cancer patients is more effective.

Classification Results for SA-PNN at
Different Frequencies
The classification results of SA-PNN using dielectric parameters
at different frequency points as feature vectors is shown (Figure
5). The highest differentiating accuracy rate of 90.83% was
achieved when the permittivity at seven frequencies (2824,
2799, 2798, 2823, 2821, 2819, and 1888 MHz) were invoked as
feature parameters (Figure 5A). The corresponding specificity
and sensitivity values were 91.94% and 89.72%, respectively. The
highest differentiating accuracy rate of 92.92% was achieved
when the conductivity at eight frequencies (3959, 3958, 3960,
3978, 3510, 3889, 3888, and 3976 MHz) were invoked as feature
parameters (Figure 5B). The corresponding specificity and
sensitivity values were 94.72% and 91.11%, respectively.

These results also support the previous speculation of the SD-
1 value using conductivity as a feature with better differentiation
between metastatic and non-metastatic thoracic lymph nodes.
Therefore, for the identification of metastatic and non-metastatic
thoracic lymph nodes in lung cancer patients, the conductivity at
eight frequency points (3959, 3958, 3960, 3978, 3510, 3889, 3888,
and 3976 MHz) was finally selected as the feature vector.

Comparison of the Identification Results
Among Six Algorithms
The identification results of thoracic lymph nodes by PNN, BP
neural network, RBF neural network, the classify function,
SVM and kNN algorithms under different parameters are
shown in Figure 6. For PNN, when the smooth factor s=0.1,
the highest differentiating accuracy rate of 91.25% was
achieved, and the specificity and sensitivity were 92.78% and
TABLE 1 | The relevant information of samples.

Items Value

Number of patients 74
Age of patients 30 ~ 82
number of metastatic thoracic lymph nodes 178
number of non-metastatic thoracic lymph nodes 41
Temperature of samples (°C); 23.5 ± 1.7
A B

FIGURE 3 | Curve of median dielectric properties of lung tissue and lymphonodi pulmonales in the range of 50MHz~4GHz. Curve of (A) the median relative
permittivity (B) the median conductivity with metastatic and non-metastatic lymphonodi pulmonales of lung cancer.
March 2021 | Volume 11 | Article 640804
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89.72%, respectively. For the BP neural network, when the
number of neurons in the hidden layer was 37, the highest
differentiating accuracy rate of 88.89% was achieved, and the
specificity and sensitivity were 90.28% and 87.50%, respectively.
For the RBF neural network, when the smooth factor s = 0.2,
the highest differentiating accuracy rate of 82.43% was
achieved, and the specificity and sensitivity were 93.47% and
71.39%, respectively. For the classify function, when the type
setting was “diagLinear,” the highest differentiating accuracy
rate of 88.54% was achieved, and the specificity and sensitivity
were 94.72% and 82.36%, respectively. For SVM, when the
kernel function was “Quadratic,” the highest differentiating
accuracy rate of 89.93% was achieved, and the specificity and
Frontiers in Oncology | www.frontiersin.org 6
sensitivity were 90.83% and 89.03%, respectively. For the kNN
algorithm, when the k-value =1, the highest differentiating
accuracy rate of 91.46% was achieved, and the specificity and
sensitivity were 92.92% and 90.00%, respectively.
DISCUSSION

In this study, the dielectric parameters of 219 lymph nodes (178
non-metastatic and 41 metastatic) from 74 patients were
measured. The number ratio of metastatic and non-metastatic
lung lymph node data was about 1:4, with a significant class
imbalance. In machine learning, class imbalance often affects the
performance of the trained classifier, which causes certain class
bias in identification for the classifier. Therefore, to obtain an
objective classifier, this study used the SMOTE algorithm to pre-
process the lymph node data. The basic idea of SMOTE
algorithm is to generate synthetic examples, by taking each
minority class sample as center, calculating its k nearest
neighbors. Randomly select a sample from its k nearest
neighbors, connect this sample with the center one, and then
randomly select a point along the line segment between two
points as a new minority class sample (15). The conductivity
values at eight frequency points (3959, 3958, 3960, 3978, 3510,
3889, 3888, and 3976 MHz) were selected as the feature vector.
The classification of metastatic and non-metastatic thoracic lymph
nodes in lung cancer patients based on dielectric properties is
studied by the proposed adaptive probabilistic neural network, and
the best classification results of several methods are summarized in
Table 2. As shown in Table 2, the SA-PNN proposed in this paper
achieved the highest classification accuracy, 92.92%, which
indicates that its differentiation performance is higher than other
classification algorithms.

With the popularity of lung cancer screening, the number and
proportion of people diagnosed with early-stage disease is
increasing. Surgery is considered the most effective treatment
FIGURE 4 | SD-1 values of permittivity and conductivity of lung lymphonodi
pulmonales at various frequency points.
A B

FIGURE 5 | Results of SA-PNN classification of lymphonodi pulmonales. (A) permittivity and (B) conductivity at different number frequencies.
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of early-stage lung cancer (20). With the various surgical
management techniques of early-stage lung cancer, lymph
node staging is considered an important criterion for these
resections (21). At present, the diagnosing thoracic lymph
nodes are required to go through multiple processing steps,
such as tissue sectioning and staining, which takes a long time
and is time sensitive. Therefore, a simple operational, rapid
Frontiers in Oncology | www.frontiersin.org 7
determination and noninvasive auxiliary diagnostic method for
the identification of malignant tumors in surgery is needed.

At present, there are few published studies focusing on the
method of tissue classification based on dielectric properties.
Among the few known papers, most of them model the fit for
dielectric parameter data of tissue samples in a wide frequency
band. The fitted model parameters were taken as feature vectors,
A B

C D

E F

FIGURE 6 | 20-hold-out validation results of lymphonodi pulmonales by six algorithms with different parameters. (A) PNN. (B) BP neural network. (C) RBF neural
network. (D) Classify. (E) SVM. (F) kNN.
March 2021 | Volume 11 | Article 640804
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follow by classification by SVM (22–26), linear discriminant
analysis (27), kNN (28), BP neural network (29), and RBF neural
network (29). When processing data, the model parameters
obtained by data fitting have certain volatility, which affects the
identification results. In addition, the time cost will be increased
when the dielectric parameters of samples are measured in a wide
frequency band and complicated data fitting is required. To
optimize data measurement and processing times, this paper
analyzed and obtained the dielectric parameters of representative
frequency points as the feature vector. This is clearly more
convenient for future applications. Within the classification
methods, the kernel function and its parameters of SVM, the
k-value of the kNN algorithm, the number of hidden layers and
neurons in the BP neural network, and the smooth factor of the
radial basis function in the RBF neural network play key roles in
the performance of each algorithm. However, it was quite
challenging to select these parameters properly. Compared
with the aforementioned algorithms, the number of neurons in
each layer of the adaptive PNN proposed in this paper is easy to
determine. The smooth factor of network parameters can modify
adaptively, which can maximize its classification performance.
This is also the advantage of adaptive PNN compared with
other algorithms.

The study of differentiation between benign and malignant
tissues during surgery is an important clinical application of
biological tissue dielectric measurements, which can provide
auxiliary diagnostic methods for the identification of malignant
tumors during surgery. The main purpose of this paper is to
improve the pattern recognition module of real-time detection
and identification systems of benign and malignant tissues based
on dielectric properties of tissues. At present, the collected
number of sample data is relatively limited. More data is
required for the training dataset of the model in practical
clinical applications, in order to obtain a model with higher
classification accuracy. It is necessary to collect more data to
Frontiers in Oncology | www.frontiersin.org 8
achieve a more reliable model. In addition, the current data of
tissue dielectric properties are measured in vitro. The dielectric
properties of tissue in vitro cannot completely represent the
dielectric properties of in vivo tissue because the moisture
content and temperature of tissue in vitro will be different
from that of in vivo tissue. These differences would also affect
the measured results. Therefore, follow-up studies should
include a large number of real-time in vivo tissue dielectric
property data for classification research.
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