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ABSTRACT: The chemotactic signaling induced by the binding of chemokine CXCL12 (SDF-1α) to
chemokine receptor CXCR4 is of significant biological importance and is a potential therapeutic axis
against HIV-1. However, as CXCR4 is overexpressed in certain cancer cells, the CXCL12:CXCR4
signaling is involved in tumor metastasis, progression, angiogenesis, and survival. Motivated by the pivotal
role of the CXCL12:CXCR4 axis in cancer, we employed a comprehensive set of computational tools,
predominantly based on free energy calculations and molecular dynamics simulations, to obtain insights
into the molecular recognition of CXCR4 by CXCL12. We report, what is to our knowledge, the first
computationally derived CXCL12:CXCR4 complex structure which is in remarkable agreement with
experimental findings and sheds light into the functional role of CXCL12 and CXCR4 residues which are
associated with binding and signaling. Our results reveal that the CXCL12 N-terminal domain is firmly
bound within the CXCR4 transmembrane domain, and the central 24−50 residue domain of CXCL12
interacts with the upper N-terminal domain of CXCR4. The stability of the CXCL12:CXCR4 complex
structure is attributed to an abundance of nonpolar and polar intermolecular interactions, including salt
bridges formed between positively charged CXCL12 residues and negatively charged CXCR4 residues. The success of the
computational protocol can mainly be attributed to the nearly exhaustive docking conformational search, as well as the
heterogeneous dielectric implicit water-membrane-water model used to simulate and select the optimum conformations. We also
recently utilized this protocol to elucidate the binding of an HIV-1 gp120 V3 loop in complex with CXCR4, and a comparison
between the molecular recognition of CXCR4 by CXCL12 and the HIV-1 gp120 V3 loop shows that both CXCL12 and the
HIV-1 gp120 V3 loop share the same CXCR4 binding pocket, as they mostly interact with the same CXCR4 residues.

■ INTRODUCTION

Chemokine protein CXCL12, also known as stromal cell-
derived factor 1 alpha (SDF-1α), binds to chemokine receptor
CXCR4 and initializes chemotactic signaling.1−6 The signaling
related to the CXCL12:CXCR4 pathway is of significant
biological importance, as the chemotactic responsiveness of
hematopoietic stem cells (HSCs) is restricted to CXCL12,7,8

and this unique selectivity is critical for retention and
maintenance of HSCs in the hematopoietic microenvironment
and the marrow-specific homing of circulating HSCs.7,9−11

Chemokine CXCL12 is widely expressed in the central nervous
system and is essential for the proper functioning of neural
progenitor cells.12 Furthermore, an important function of the
CXCL12:CXCR4 axis is associated with the tissue repair and
regeneration.7,13 Also, as HIV-1 gp120 binds to CXCR414 (or
CCR5), in one of the first and most critical steps of the HIV-1
entry to the host cell, the binding of CXCL12 to CXCR4 is a
potential therapeutic axis against HIV-1.15

Despite the significant biological and the potential anti HIV-
1 therapeutic perspective of the CXCL12:CXCR4 pathway,
recent studies have provided growing evidence that CXCR4 is
overexpressed in certain cancer cells,4,16−22 and, as a result, the
CXCL12:CXCR4 axis is involved in tumor progression,
angiogenesis, metastasis, and survival.23 Therefore, the
CXCL12-mediated signaling is a potential mechanism of
tumor resistance to both conventional therapies and biological

agents through the following mode of actions: (i) by directly
promoting cancer cell survival, invasion, and the cancer stem
and/or tumor-initiating cell phenotype, (ii) by recruiting “distal
stroma” (i.e., myeloid bone marrow-derived cells) to indirectly
facilitate tumor recurrence and metastasis, and (iii) by
promoting angiogenesis directly or in a paracrine manner.3

The CXCL12:CXCR4 pathway is encountered in the trafficking
of hematopoietic malignancies including chronic lymphocytic
leukemia,24−26 multiple myeloma,27−29 other B-cell lympho-
mas,30,31 and in acute leukemias.32−35 The CXCL12:CXCR4
pathway is also involved in nonhematopoietic malignancies
including breast cancer5,36−38 and lung cancer.39−41 Specifically,
CXCR4 mediates breast cancer invasion in breast cancer
metastasis.38 Furthermore, the CXCL12:CXCR4 pathway
induces migration and/or survival of the neoplastic cells,
including tumor cells from brain neoplasm,42,43 neuroblastoma
cells,44 colorectal cancer,45 prostate cancer,46 melanoma,47 renal
cell cancer,48 ovarian cancer,48 and others; CXCR4 expression
of primary tumor cells correlates with recurrence, metastasis,
and survival in patients with colorectal cancer49 and
melanoma.47

Owing to the pivotal role of the CXCL12:CXCR4 pathway
in the spread and progression of a series of different types of
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tumors, the elucidation of the CXCL12:CXCR4 complex
structure is of utmost biological and medical importance. No
high-accuracy computational or complete experimental struc-
ture has been reported for the CXCL12:CXCR4 complex. The
report of a nuclear magnetic resonance (NMR) structure of a
constitutively dimeric CXCL12 in complex with a CXCR4 N-
terminal fragment50 has provided knowledge on the molecular
recognition of a peptide fragment of the N-terminal of CXCR4
by CXCL12. The structure derived for the CXCR4 N-terminal
1−27 residue moiety is an important finding of the NMR
study,50 especially owing to its absence from the CXCR4 crystal
structure.51 However, there is no specific evidence that any of
the interactions between CXCL12 and only the N-terminal
fragment of CXCR4, reported in the NMR study, would
correspond to the binding of CXCL12 to the entire CXCR4. As
a proof of concept for this, in the corresponding problem of
HIV-1 interaction with CCR5, Cormier et al. showed that the
binding of HIV-1 gp120 to CCR5 is different when gp120
binds to (i) an N-terminal sulfopeptide of CCR5 and (ii) the
entire CCR5.52 Four computational studies aimed at
investigating the molecular interactions of the entire
CXCL12:CXCR4 complex structure.53−56 Although all of the
studies provide valued information, none of them reported a
structure in a remarkable agreement with experiments, so as to
accurately interpret the critical role of CXCL12 and CXCR4
residues for binding and signaling. Despite the fact that the last
and very recently published computational study56 utilized the
CXCR4 X-ray structure,51 and the complex structure derived
was sufficiently stable, the derived models possessed specific
key weaknesses which quest ion the va l id i ty of
CXCL12:CXCR4 interactions which are critical for signaling.
The key weaknesses of previous computational studies (i) are
mainly associated with the position and interactions formed by
the critical for signaling N-terminal domain of CXCL12 (see
Discussion) and (ii) can predominantly be attributed to the
difficulty in sufficiently sampling and correctly modeling the
bound conformation of both the highly flexible CXCL12 N-
terminal domain, as well as the complete CXCR4 structure with
an appropriate conformation and orientation of the N-terminal
domain, as residues 1−26 are missing from the X-ray structure
of CXCR4.51

In the present study, we exploit (i) the CXCR4 crystallo-
graphic structure,51 (ii) our recent computationally derived
CXCR4 structure in complex with a dual tropic HIV-1 gp120
V3 loop,14 as well as (iii) the twenty CXCL12 NMR PDB
structures corresponding to entry 2KEE57 and the two
CXCL12 crystallographic PDB structures corresponding to
entry 2J7Z,58 to computationally derive the first complete
CXCL12:CXCR4 complex structure. We show subsequently
that the derived structure is in remarkable agreement with
experiments (see CXCL12 and CXCR4 residues marked in
boldface in Table 1).

■ METHODS
Derivation of the CXCL12:CXCR4 Complex Structure.

The methodology used in the present study to derive the
CXCL12:CXCR4 complex structure consists of the following
major steps: 1) Selection of the initial CXCL12 and CXCR4
structural templates; 2) Docking of selected CXCL12
conformations on selected CXCR4 conformations; 3) First
round of energy minimization and binding free energy
calculations of the docked complexes using the membrane
GBSA14,59 approximation; 4) Second round of energy

minimization and binding free energy calculations of the
docked complexes using the membrane GBSA14,59 approx-
imation; 5) MD simulations of the docked complexes acquiring
the lowest binding free energy of the previous step; 6) Binding
free energy calculations, using the membrane MM GBSA14,59

approximation, of the complex structures produced in the MD
simulations to identify the complex structures with the lowest
average binding free energy; 7) Combination of the two
structures with the lowest binding free energy to construct the
final complex; 8) Validation of the final constructed complex
through the calculation of binding and interaction free energies
using the membrane MM GBSA14,59 approximation. All free
energy calculations and MD simulations were performed in
CHARMM.60 In what follows, we provide a detailed
description of the aforementioned steps.
1) We used twenty-two CXCL12 structures as flexible ligand

templates for docking. The first twenty structures are NMR-
derived and correspond to PDB entry 2KEE,57 and the last two
structures correspond to the two crystal structures of PDB
entry 2J7Z.58 Prior to docking, the structures were relaxed
using 200 steps of steepest descent minimization, using the
GBSW implicit solvent model,61 with the backbone heavy
atoms constrained using a force constant of 5 kcal/(mol*Å2).
As for CXCR4, the seventeen clustered CXCR4 conformations
of ref 14 were considered as flexible receptor templates for
docking as they acquire an optimum opening of the binding
pocket for molecular recognition.
2) We used the parallel linux version of Zdock v.3.0.262 to

dock the twenty-two CXCL12 structures to the seventeen
CXCR4 structures. For each run of Zdock, 2000 docked
structures were produced with a dense rotational sampling and
a masking applied on the region with protein coordinates z < 0
Å, so as to exclude the nonpotential binding region from the
docking calculations. As a result, 748,000 complex structures
were produced from docking.
3) All 748,000 complexes were subjected to a 100 steps of

steepest descent minimization to alleviate bad contacts, and the
binding free energy was evaluated subsequently for all
complexes using the GB (Generalized Born) SA approximation
in a heterogeneous water-membrane-water environment,
modeled by GBSW,59 as in ref 14. The binding free energy is
evaluated via the expression, ΔG = EPL − EP − EL, where EX is
the total (free) energy of molecule X (complex
PL:CXCR4:CXCL12, free protein P:CXCR4, or free ligand
L:CXCL12), as in refs 14 and 63−65. The protein and ligand
conformations were assumed identical in the complex and in
their free (unbound) states as in refs 14 and 63−65. The
solvation free energy components of the complex and unbound
protein were computed in the heterogeneous water-membrane-
water environment, while the solvation free energy component
of the unbound ligand was computed in a homogeneous
aqueous environment, also modeled by the implicit GBSW
model.61 With this assumption, any bonded-energy contribu-
tions to ΔG are canceled in the equation. Contributions due to
the protein and ligand entropy changes on association were not
included in the binding free-energy calculations. These terms
are associated with large errors (see ref 66 and references
therein, for a detailed discussion). The significant correlation
(R2 = 0.84) between the binding free energy, calculated using
the membrane MM GBSA approximation, and the degree of
agreement with experimental findings in this study (see
Discussion) confirm the validity of the method in scoring
different complexes.
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4) Out of the 748,000 complexes, we selected the 6,000
CXCL12:CXCR4 complexes with the lowest GBSA binding
free energy, and, subsequently, we performed an additional
round of 200 steps of steepest descent minimization and
recalculated the binding free energy using the GBSA
approximation and the same setup used in ref 14. At the end
of this procedure, we excluded all complexes at which, after the
second round of minimization, the z-coordinate of the Lys1 Cα
atom of CXCL12 was greater than 14 Å, so as to eliminate
binding conformations which were not in line with
experimental evidence required for signaling.67,68 Subsequently,
we identified the complex structure with the lowest binding free
energy −174.2 kcal/mol, and, additionally, we selected the
twenty complex structures with the lowest binding free energy
within the range of (−174.2 kcal/mol: −146.3 kcal/mol) for
subsequent investigation. Supporting Table 1 presents the
binding free energies of the 20 different complex structures
produced.
5) We performed 20 independent MD simulations for each

of the complexes identified in the previous step. The MD
simulations comprised a 400-ps heating procedure and an
additional 700-ps equilibration procedure at which the
harmonic restraints were gradually removed from the protein
and the peptide. No restraints were imposed during the
production run at 300 K, the duration of which was equal to 20-
ns for every individual complex. The simulation methodology
and force field69,70 parametrization used is identical to ref 14.
All molecular dynamics simulations were performed using
CHARMM.60

6) We extracted 1000 snapshots, corresponding to 20-ps
intervals, from the twenty MD 20-ns simulations and re-
evaluated the binding free energy by employing the MM GBSA
approximation, as in ref 14. The results included in Supporting
Table 1 underline the beneficial role of the MD simulations in
decreasing and expanding the binding free energy range (−393:
−293 kcal/mol), compared to the binding free energy range
after docking and minimization (−174: −147 kcal/mol). The
decrease of the binding free energies is associated with the fact
that the MD simulations, during the equilibration and
production runs, allowed the relaxation and refinement of the
complex structures. The relaxation and refinement was
accompanied by the configuration of optimum interactions
between CXCL12 and CXCR4 such as (i) the formation of salt
bridges between neighboring oppositely charged residues, (ii)
the formation hydrogen bonds between neighboring hydrogen
donor−acceptor pairs, and (iii) the formation of nonpolar
interactions between neighboring nonpolar moieties.
The lowest binding free energies corresponded to complexes

2 and 3, which possessed comparable average binding free
energies (Supporting Table 1). The RMSD comparison
between the conformations in the production runs with respect
to the minimized docked conformations of Complexes 2 and 3
shows that (i) the N-terminal domain, and to a lesser extent the
extracellular loops of CXCR4, as well as, (ii) the CXCL12
residue moiety 16:68, and to a lesser extent CXCL12 residue
moiety 1:15, experienced a conformational variability so as to
optimize their relative interactions during the simulations
(Supporting Table 2). The RMSD comparison between the
conformations in the production runs with respect to the
starting conformations in the production run, in Complexes 2
and 3, depict a conformational variability in the 16−68 residue
moiety of CXCL12 and the N-terminal domain of CXCR4
(Supporting Table 2). A visual inspection of the simulatedT
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system shows that the optimization of interactions during the
simulation between the aforementioned CXCL12:CXCR4
domains acts as a driving force for the conformational
variability to occur. Despite the conformational variability
between the aforementioned CXCL12:CXCR4 interacting
segments, the interacting domains preserved sufficiently their
individual conformations. The CXCR4 transmembrane domain
experienced almost no variability during the entire simulations
(Supporting Table 2).
7) Complexes 2 and 3 differ with regard to the relative

orientation of CXCL12 segments 1−12 and 12−68. The two
CXCL12 binding modes in both complexes coincide at residue
12, while the conformation of the CXCR4 binding site is quite
similar in Complexes 2 and 3. To obtain additional insights into
Complexes 2 and 3, we calculated (i) the sum of interaction
energies between CXCL12 residues in the 1−11 moiety and all
CXCR4 residues, as well as (ii) the sum of interaction energies
between CXCL12 residues in the 12−68 moiety and all
CXCR4 residues, for Complexes 2 and 3, individually. The
analysis was performed using eq 1 of step 8; see step 8 for
additional details regarding the equation. Interestingly, the
calculations showed that Complex 3 possessed improved
interactions between the CXCL12 1−11 residues and
CXCR4, whereas Complex 2 possessed improved interactions
between the CXCL12 12−68 residues of CXCL12 and
CXCR4. Therefore, we extracted the intermediate −10-ns −
structures from both Complexes 2 and 3 and constructed a new
complex which combined the interaction properties of
Complex 3 for CXCL12 residues 1−11 and Complex 3 for
CXCL12 residues 12−68, using the CXCR4 structure of
Complex 3. Owing to the remodeling procedure, the
conformation of the final complex was subjected to an initial
20-ns simulation, to allow structural refinement and improve-
ment of intermolecular interactions, and the lowest binding free
energy structure was selected as a starting point for a
subsequent − concluding −20-ns simulation of the final
complex. We performed a thorough analysis on the latter
simulation, which is referred to as “final simulation” in the text.
In the validation and analysis we used 1000 snapshots, extracted
every 20-ps intervals, from the 20-ns “final simulation”.
8) To validate that the derived structures in the final

simulation are energetically favored compared to the
simulations of all twenty complexes referred to in step 5, we
calculated the average binding free energy of the final
simulation (Supporting Table 1) and showed that the binding
free energy of the structures in the final simulation is
approximately ≈50 kcal/mol less compared to the top
Complexes (2 and 3) of step 6 (i.e., −438 kcal/mol compared
to −393 kcal/mol and −388 kcal/mol). This result validates
that the newly constructed complex in the final simulation is
energetically more favored than Complexes 2 and 3. The use of
the already refined structures from Complexes 2 and 3 so as to
produce the complex structure for the final simulation, as well
as the additional simulation conducted prior to the final
production run in the final simulation, provide justification for
why the complex structure in the final simulation is very well
preserved (see Results and Supporting Table 2).
Analysis of the Final Simulation. We analyzed the

interaction free energies between CXCL12 and CXCR4 residue
pairs of the final simulation using eq 1:

The first and second group of terms on the right-hand side of
eq 1 describe, respectively, polar and nonpolar interactions
between R and R′. A similar methodology for the analysis of
interacting residues has been used for the elucidation of the
molecular recognition of CXCR4 by a dual tropic V3 loop,14

the delineation of problems related to species specificity of
proteins,63 the design of modified-“transgenic” proteins,64 and
in problems related to drug design.65,71,72 In the calculations, R
corresponds to a CXCL12 residue and R′ to a CXCR4 residue.
To compute the GB term in eq 1, we included all atoms and set
the charges of atoms outside the two − under investigation −
residues R and R′ to zero. The last term contains the difference
in solvent accessible surface areas of residues R and R′ in the
complex and unbound states. The generalized-Born energies
and the atomic accessible-surface areas (ΔSi) entering in eq 1
depend on the location of R and R′ in the complex. The polar
component contains a Coulombic term and a GB contribution,
modeling the interaction between residue R and the solvent
polarization potential induced by R′ (or vice versa). Similarly,
the nonpolar component contains a van der Waals interaction
between R, R′ and a surface term, expressing cavity
contributions and nonpolar interactions with the surrounding
solvent. The nonpolar and polar solvation terms were
calculated using the heterogeneous water-membrane-water
GBSW59 using the same parameters as in ref 14. The sum of
the two components, polar and nonpolar, reflects the total
direct interaction between R and R′ in the solvated complex.
Subsequently, we decomposed the polar and nonpolar
interaction free energy contributions and present the results
of the average intermolecular interaction free energies of the
lowest binding free energy complex in two-dimensional density
maps in Supporting Figure 1. In addition, we summed up the
total intermolecular interaction free energies for every CXCR4
residue, so as to provide insights into the role of each
interacting CXCR4 residue with CXCL12 (first column per
CXCR4 residue in Figure 3), and the results are presented in
Figure 3. Also, in Figure 3, we provide a comparison to the sum
of intermolecular interaction free energies summed up for every
CXCR4 residue with regard to the HIV-1 gp120 V3 loop
binding (second column per CXCR4 residue in Figure 3) using
data from Tamamis and Floudas.14

■ RESULTS
We applied the computational protocol which is analytically
explained in Methods and derived the complete complex
structure of CXCL12:CXCR4, which corresponds to the
ensemble of snapshots contained in the “final simulation”;
snapshots extracted at 2 ns intervals are provided as Supporting
Coordinates. In what follows, we focus our analysis on the final
simulation. For all subsequent analyses, we extracted 1000
snapshots from the final simulation, corresponding to 20-ps
intervals, and calculated the intermolecular CXCL12:CXCR4
residue pairwise interaction free energies (Supporting Figure
1), as well as the hydrogen bond occupancies (Supporting
Table 3). The intermolecular interactions are summarized in
Table 1.
Our results reveal that the 1−15 domain of CXCL12

penetrates into the CXCR4 binding pocket. Specifically, the 1−
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5 N-terminal domain of CXCL12 is buried within the
transmembrane region of CXCR4, and the 6−15 residue
moiety of CXCL12 is predominantly embraced by the N-
terminal domain and extracellular loops of CXCR4; CXCL12
residues 16, 17 and additional residues of the 24−50 residue
moiety interact with the upper extracellular interface of CXCR4
which is mainly composed by the N-terminal domain of
CXCR4 (see Figure 1).

Conformational Analysis of CXCL12 and CXCR4
within the Final Simulation. The bound CXCL12
conformation within the final simulation combines the 1−11
CXCL12 conformation of Complex 3 and the 12−68 CXCL12
conformation of Complex 2 (see Methods). Interestingly, in
the docking procedure, Complex 3 was initially produced from
the 13th NMR structure of PDB entry 2KEE,57 while Complex
2 was initially produced from the second X-ray structure of
PDB entry 2J7Z.58 Thus, the complex structure in the final
simulation acquires a hybrid-origin CXCL12 conformation
produced by a combination of an NMR (region 1−11) and an
X-ray (12−68) structure. According to secondary structure
definitions of STRIDE,73 the CXCL12 conformation within the
final simulation possesses the following: (i) β-turns which occur
mainly in residue moieties 4−8, 16−22, 34−37, 43−46, and
52−55 and to a smaller extent within residue moieties 11−14
and 31−34 (the 19−22 β-turn is frequently interchanged to a
310 helix formed by residues 20−22); (ii) β-extended
antiparallel conformations which are formed between residue
moieties 23−37, 38−42, and 47−50; (iii) a parallel β-bridge
between residues Glu15 and Ile51, which is facilitated by the
Cys11-Cys50 disulfide bridge; (iv) an α-helical conformation
extending from residues 56−66. The average backbone root-
mean-square deviation (RMSD) of CXCL12 within the
simulation, with regard to the first simulation snapshot after
equilibration, is 1.7 ± 0.5 Å, without superposition. The
corresponding backbone RMSD values for the 1−11, 1−15,
and 16−68 residue moieties are 1.1 ± 0.2 Å, 1.3 ± 0.3 Å, and
1.8 ± 0.6 Å. These results indicate that the overall CXCL12
conformation is firmly preserved throughout the simulation,
and that the more CXCL12 is buried within CXCR4, the less
flexibility it experiences. Thus, the bound properties of
CXCL12 differ from its unbound properties in that the 1−11
domain of CXCL12 is the most flexible region in the unbound
conformation.67

The CXCR4 conformation is also very well preserved within
the final simulation. The average backbone RMSD of the
transmembrane helical region and N-terminal domain (com-
prising residues 1−37) within the simulation is 0.8 ± 0.1 Å and
1.6 ± 0.4 Å, respectively. Despite the larger flexibility of the
CXCR4 N-terminal domain compared to the inner trans-
membrane helical region of CXCR4, the N-terminal domain is
maintained in a sufficiently stable conformation as, with regard
to nonpolar interactions, it is the most highly interacting
CXCR4 domain with CXCL12.

Interactions of CXCL12 Residues 1:5 with CXCR4.
CXCL12 residue Lys1 forms two concurrent highly interacting
salt bridges with CXCR4 residues Asp171 and Glu288 of
CXCR4 (see Figure 2); Asp171 interacts with the charged side
chain amide of Lys1, and Glu288 interacts with the charged N-
terminal end of Lys1. In addition, the charged side chain amide
of Lys1 is hydrogen bonded to CXCR4 Tyr116 OH, Gln200
OE1, and His203 NE2, and the backbone charged amide of
Lys1 is occasionally hydrogen bonded to the hydroxyl groups of
CXCR4 residues Tyr45, Tyr116, and Tyr255 and is also in the
vicinity of CXCR4 residue Asp97. The nonpolar moiety of
CXCL12 Lys1 is buried in a pocket comprising the nonpolar
moieties of CXCR4 residues Trp94, His113, Tyr116, Arg188,
Tyr255, Ile259, Ile284, and Ser285. Residue Pro2 of CXCL12 is
also buried in a pocket comprising the nonpolar moieties of
CXCR4 residues Trp94, Asp97, His113, Cys186, Asp187, and
Arg188, and, in addition, Pro2 O is strongly hydrogen bonded
to the charged amide of CXCR4 residue Arg188. Residue Val3

Figure 1. Entire simulation system of the CXCL12:CXCR4 complex
structure: Molecular graphics image of the entire simulation system
corresponding to the final simulation. CXCL12 is shown in tube and
transparent surface representation in red color. CXCR4 is shown in
cartoon representation, and the coloring used for different protein
domains is as follows: (i) N-terminal domain is colored in blue, (ii)
transmembrane helix 1 (TH1) is colored in green; (iii) intracellular
loop 1 (ICL1) is colored in light gray; (iv) TH2 is colored in purple;
(v) extracellular loop 1 (ECL1) is colored in light gray; (vi) TH3 is
colored in yellow; (vii) ICL2 is colored in light gray; (viii) TH4 is
colored in gray; (ix) ECL2 is colored in ochre; (x) TH5 is colored in
pink; (xi) ICL3 is colored in light gray; (xii) TH6 is colored in cyan;
(xiii) ECL3 is colored in lime; (xiv) TH7 is colored in orange; (xv) C-
terminal domain is colored in light gray. The N-terminal Cα atom of
CXCR4 is shown in a small van der Waals sphere. The Cα atoms of
residues 1, 5, and 15 of CXCL12, from bottom to top, are shown in
small van der Waals spheres.
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of CXCL12 is buried in a pocket composed of the nonpolar
side chain moiety of CXCR4 Arg188 on one site and the side
chain moieties of His281 and Ile284 on the opposite site. The
backbone of CXCL12 residue Ser4 is proximal to the side chain
of residue CXCR4 His281, and the side chain of Ser4 is
proximal to the charged amide of CXCR4 Arg30; as a result, a
low interacting hydrogen bond is formed between the hydroxyl
group of Ser4 and the charged amide of Arg30. The side chain
of CXCL12 residue Leu5 is buried within the nonpolar
moieties of CXCR4 residues Lys25, Asp262, Ile265, Glu268,
Glu277, Val280, and His281. Due to these interactions, the
backbone amide and carboxyl groups of Leu5 are occasionally
hydrogen bonded to the side chain amide groups of CXCR4
Lys25 and His281, respectively.
Interactions of CXCL12 Residues 6:17 with CXCR4.

The side chain of CXCL12 residue Ser6 is enveloped within the
nonpolar side chain moieties of CXCR4 residues Cys28, Arg30,
Glu277, and Asn278, and its position is additionally stabilized
by two high occupancy hydrogen bonds formed by its hydroxyl
group with (i) the charged amide of CXCR4 Arg30 and (ii) the
side chain carboxyl group of CXCR4 Asn278. Furthermore, the
side chain of CXCL12 residue Tyr7 forms hydrophobic
contacts with CXCR4 residues Pro27, Cys28, and the nonpolar
side chain moiety of Arg30. Arg8 of CXCL12 forms two
simultaneous highly interacting salt bridges with CXCR4
residues Glu2 and Asp187 (see Figure 2). The charged amide
of CXCL12 Arg8 is additionally hydrogen bonded to the
backbone carbonyl of CXCR4 Arg188 and forms a cation-π
interaction with CXCR4 residue Tyr190; the nonpolar moiety
of CXCL12 Arg8 forms nonpolar contacts with CXCR4 residue
Phe189 and Tyr190, and is in the vicinity of CXCR4 residues

Met16 and Leu266. Residue Cys9 of CXCL12 is solely
interacting with CXCR4 residue Glu2, as the backbone amide
of the former is during the last 2/3 of the simulation hydrogen
bonded to the charged carboxyl group of the latter. Residue
Pro10 of CXCL12 participates in hydrophobic contacts with
the nonpolar moieties of CXCR4 residues Glu14, Met16,
Met24, and Lys25 and is in the vicinity of CXCR4 residue
Pro27. Residue Arg12 of CXCL12 forms polar and nonpolar
interactions with a series of CXCR4 residues. As for polar
interactions, its charged amide (i) forms salt bridges with the
oppositely charged carboxyl groups of CXCR4 Glu2, Tys7
(sulfated tyrosine 7), and Asp193 (see Figure 2), (ii) is in the
vicinity of the oppositely charged groups of CXCR4 Tys12, and
(iii) is hydrogen bonded to CXCR4 Tyr190 O and to a smaller
extent CXCR4 residue Met16 SD; also, its backbone carbonyl
and amide are hydrogen bonded to CXCR4 Tys7 N and Glu14
OE2, respectively. As for nonpolar interactions, the nonpolar
moiety of CXCL12 residue Arg12 is proximal to the nonpolar
moieties of CXCR4 residues Ile6, Tys7, Tys12, Pro191, and
Asn192. Phe13 of CXCL12 is buried within a hydrophobic
pocket comprising the nonpolar moieties of CXCR4 residues
Tys7, Thr8, Asp10, Tys12, and Glu14; in addition, the
backbone amide of Phe13 is strongly hydrogen bonded to
CXCR4 Glu14 OE2. The side chain of CXCL12 residue Phe14
is attracted to the hydrophobic side chain of CXCR4 residue
Ile6, and the backbone of CXCL12 residue Phe14 is close to
the backbone moieties of CXCR4 residues Tys7, Thr8, Ser9,
and Asp10 owing to intermolecular backbone−backbone
hydrogen bond interactions. The charged carboxyl group of
CXCL12 residue Glu15 is hydrogen bonded to the CXCR4
backbone amides of Asp10, Asn11, and Tys12 and is in the
vicinity of the backbone amide of CXCR4 Ser9. CXCL12
residues Ser16 and His17 are proximal to CXCR4 residues Ser9
and Asn11, respectively, owing to the formation of hydrogen
bonds between the CXCL12 and CXCR4 atom pairs Ser16 N/
OG:Ser9 OG and His17 ND1:Asn11 ND2.

Interactions of CXCL12 Residues 24:52 with CXCR4.
Residues Lys24 and His25 of CXCL12 are adjacent to CXCR4
residue Tys21, and, as a result, Tys21 forms a salt bridge with
CXCR4 Lys24 which is preserved throughout the simulation
(see Figure 2). Lys27 of CXCL12 is attracted to the oppositely
charged CXCR4 residues Glu26 and Tys21, and occasionally a
salt bridge is formed with the former (see Figure 2); in
addition, the nonpolar moiety of Lys27 forms nonpolar
contacts with CXCR4 residue Pro27. Both Lys24 and Lys27
of CXCL12 are in the vicinity of the oppositely charged
CXCR4 residue Asp20. CXCL12 residues Leu29, Asn30,
Thr31, and Pro32 participate in nonpolar interactions with
neighboring to CXCR4 residues Pro27, Cys28, Phe29, and
Arg30. Residue Asn33 of CXCL12 buries its nonpolar side
chain moiety within the nonpolar side chain moieties of
CXCR4 residues Met1, Glu2, Glu189, and Ala180, while its
polar side chain group faces toward CXCR4 Asp181; as a result,
the polar group of Asn33 is hydrogen bonded to both the
backbone amide and the charged carboxyl group of CXCR4
residue Asp181. CXCL12 residues Cys34 and Ala35 are
adjacent to CXCR4 residues Met1, Glu2, and Met1, Ile6,
respectively, predominantly owing to nonpolar contacts. Val39
of CXCL12 is inserted in a hydrophobic pocket comprising
CXCR4 residues Met24 and Pro27. Residue Arg41 of CXCL12
forms a highly interacting salt bridge with CXCR4 residue
Tys21 (see Figure 2). The charged amide of Arg41 is hydrogen
bonded to the backbone carbonyl of Tys21 and the side chain

Figure 2. Salt bridges between CXCL12 and CXCR4 residues:
Molecular graphics images of the salt bridges between CXCL12 and
CXCR4 residues in the final simulation. CXCL12 is shown in red tube
representation, and CXCR4 is shown in light gray transparent tube
representation. The hydrogen bonds leading to the salt bridge
formation are denoted in dashed lines, and the participating CXCL12
and CXCR4 residue moieties are shown in licorice; CXCL12 and
CXCR4 residues are annotated in red and black, color, respectively.
Residue Y̅ corresponds to a sulfated tyrosine. Hydrogen atoms are
omitted for clarity.
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hydroxyl of CXCR4 Ser23 and is also adjacent to the oppositely
charged Asp20 and Asp22 of CXCR4. The side chain polar
group of CXCL12 Asn46 is regularly hydrogen bonded with the
negatively charged side chain group of CXCR4 residue Tys21.
The positively charged group of Arg47 (i) forms two
concurrent salt bridges with CXCR4 residues Glu15 and
Asp22 (see Figure 2), (ii) is hydrogen bonded to the backbone
carbonyl and side chain hydroxyl group of CXCR4 Thr13, and
(iii) is also in the vicinity of CXCR4 residues Glu14 and Asp20;
in addition, the nonpolar moiety of CXCL12 Arg47 is proximal
to CXCR4 residue Ser23. Residue Gln48 of CXCL12
intercalates between the CXCR4 residues Thr13, Ser23,
Met24, Lys25, and Glu26, and, as a result, Gln48 N is
hydrogen bonded to Ser23 OG throughout the simulation,
Gln48 O is hydrogen bonded to Met24 N during the last 2−4
ns of the trajectory, and also, Gln48 NE2 is hydrogen bonded
to Met24 or Lys25 O. Residue Val49 of CXCL12 is buried
within a hydrophobic pocket of CXCR4 residues Thr13 and
Met24 and is also in the vicinity of CXCR4 residue Glu14.
Cys50 of CXCL12 is adjacent to CXCR4 residue Met24 and to
a smaller extent CXCR4 residue Glu14, while Asp52 of
CXCL12 is in the vicinity of CXCR4 residues Thr8 and Ser9.
Molecular Recognition of CXCR4 by CXCL12 versus

the HIV-1 gp120 V3 Loop. We summed up the residue
pairwise interaction free energies (presented in the Supporting
Figure 1) for every CXCR4 residue in complex with (i)
CXCL12 (first column of Figure 3 per CXCR4 residue) and
(ii) the dual tropic HIV-1 gp120 V3 loop of ref 14 (second
column of Figure 3 per CXCR4 residue). CXCR4 residues
Glu288, Asp171, Tys21, Glu14, Tys12, Asp193, Tys7, Asp187,
His203, Met1, Asp22, Ser23, Ser9, Arg30, Tyr190, Gln200,
Asn11, His281, Asp10, Pro27, Cys28, Glu277, Lys25, Leu266,
His113, Trp94, Phe29, Thr8, Phe189, Arg188, and Asn278,
presented in descending order of magnitude of interaction free
energy (averaged for the two complexes), interact significantly
with both CXCL12 and the HIV-1 gp120 V3 loop14 and are
listed in panel A. On the contrary, in Panel B, CXCR4 residues
Glu2, Thr13, Met24, Glu15, Glu26, Ile6, Asp181, and Met16,
presented in descending order of magnitude of interaction free
energy, interact with CXCL12 and to a smaller (or considerably
smaller) extent with the HIV-1 gp120 V3 loop,14 while CXCR4
residues Asp20, Glu288, Ser18, Gly17, Gly3, Asp197, Ile185,

Val196, and Arg183, presented in descending order of
magnitude of interaction free energy, interact with HIV-1
gp120 V3 loop14 and to a smaller (or considerably smaller)
extent with CXCL12. Based on these results, approximately 2/3
of CXCR4 residues belong to panel A, depicting a significant
overlap in the CXCR4 interacting residues which interact both
with CXCL12 and the specific HIV-1 gp120 V3 loop,
investigated by Tamamis and Floudas.14 Despite the fact that
CXCR4 residue Glu2 interacts stronger with CXCL12, and also
CXCR4 residues Asp20 and Glu268 interact stronger with the
HIV-1 gp120 V3 loop, the total interaction free energy of
Glu268 in complex with the HIV-1 gp120 V3 loop is ≈−8 kcal/
mol, and the total free energy of Asp20 and Glu268 in complex
with CXCL12 is ≈−3 kcal/mol and ≈−2 kcal/mol,
respectively; thus, CXCR4 residue Glu2 is also involved in
the HIV-1 gp120 V3 loop binding, and, in addition, CXCR4
residues Asp20 and Glu268 are also involved in the CXCL12
binding. The interaction free energy based analysis identified
that the HIV-1 gp120 V3 loop14 and CXCL12 mostly interact
with the same CXCR4 residues, and, thus, they share the same
CXCR4 binding pocket (see Supporting Figure 2 which
presents CXCR4 in complex with the superimposed con-
formations of the HIV-1 gp120 V3 loop14 and CXCL12).

■ DISCUSSION
Agreement with Experiments. Since 1997, a series of

experimental studies aimed at elucidating the key CXCL12 and
CXCR4 interacting residues with regard to binding and
signaling upon the formation of the complex. These studies
mainly used site-directed mutagenesis and showed that specific
CXCL12 and CXCR4 residues are critical to, are involved in, or
influence the molecular recognition of CXCR4 by CXCL12,
depending on the degree of impairment in binding or signaling.

Experiments on CXCR4 Residues. As for CXCR4,
experimental studies suggest that specific CXCR4 residues are
associated with the CXCL12 mediated binding-signaling.
According to Doranz et al. in 1999,74 the D193K has no effect
on signaling, whereas the EADD(179−182)QAAN mutant is
capable of binding but not signaling. According to Brelot et al.
in 2000,75 EE(14−15)AA, Y21A, D97N, and E288Q mutants
cause approximately a 75% loss in CXCL12 binding, and the
D187A mutant reduces binding by approximately a factor of 1/

Figure 3. Interaction free energies of CXCR4 residues in complex with CXCL12/HIV- gp120 V3 loop: The residue pairwise interaction free energies
were summed up (y axis) for every CXCR4 residue (x axis), in complex with (i) CXCL12 (first column per CXCR4 residue) and (ii) the dual tropic
HIV-1 gp120 V3 loop of ref 14 (second column per CXCR4 residue). The figure includes only CXCR4 residues which possess at least −4.0 kcal/
mol total interaction free energy in at least one of the two complexes (i) or (ii) and is partitioned in panels (A) and (B). If a CXCR4 residue
interacts strongly and approximately equally with both CXCL12 and the HIV-1 gp120 V3 loop, it is listed in panel A, whereas, if a CXCR4 residue
interacts strongly with CXCL12 and weakly with HIV-1 gp120 V3 loop, or vice versa, it is listed in panel B (see Supporting Information).
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3; D97N, D187A, and E288Q mutants abolished signaling as
well. According to Zhou et al. in 2001,53 alanine mutations in
CXCR4 residues Tys7, Asp20, Tys21, Glu26, and Glu268
reduce CXCL12 binding. Among these CXCR4 residues, Tys21
is identified as most critical since an alanine mutation at
position 21 causes a loss of more than 75% loss in binding; in
the same study, the Y190A mutant impaired signaling.
According to Choi et al. in 2005,76 a D97A mutation does
not alter the binding activity, whereas alanine mutations at
residues Phe87, Asp171, and Phe292 cause a significant
reduction in binding activity of CXCL12. Therefore, by
comparing the effect of asparagine and alanine mutations at
position 97, respectively in studies,75,76 (i) Cβ at position 97
should be important for binding owing to nonpolar
interactions, and (ii) the presence of an amide in the side
chain group of position 97 should not be tolerated for neither
binding nor signaling. Moreover, residues Phe87, Asp171, and
Phe292 were identified as most critical for CXCL12 binding in
a subsequent study by Tian et al. in 200577 as alanine mutations
at these positions impair binding; consequently, the same
mutations should lead to an impairment of the signaling, as
well. Tian et al.77 also showed that E288A or E288D mutants
cause a critical loss in CXCL12 signaling and that additional
alanine mutations at residues Trp252A, Tyr255A, Asp262A,
Asp187, and Phe189, which are situated above the middle of
the membrane, cause a reduction of binding.
Experiments on CXCL12 Residues. As for CXCL12, a series

of experimental studies suggest that specific residue positions in
the CXCL12 residue moiety 1−17, as well as CXCL12 residue
positions 25, 27, 31, 33, 35, 39, 41, 47, 48, 49, and 55, are
associated with (or influence) binding-signaling to CXCR4.
Mutations K1A58 or K1R67 abrogate chemotactic activity, while
the latter mutation only slightly impairs binding to receptor.
Mutants P2G, SLS(4−6)AQA, and Y7A also abolish chemo-
taxis and slightly impair binding to receptor, whereas the Y7H
mutant has no effect on binding or chemotaxis.67 While the
R8K mutation only slightly impairs chemotaxis and binding to
CXCR4, the R8Q mutation impairs chemotaxis to a significant
extent.78 As a result, the positively charged group at position 8
should be considered critical for signaling. Furthermore, the
RFFESH(12−17)AAAAAA mutation impairs chemotactic
activity, and this can mainly be attributed to the R12A
mutation which also significantly impairs chemotaxis.79 Also
mutants F13A, F14A, E15A, S16A, H17A,79 FF(13−14)AA,
and E15Q|H17N78 have an effect on both chemotactic and
binding activities, showing that the RFFESH motif, which
corresponds to residue moiety 12−17, is involved in binding. A
glycine triple mutant at positions 31, 33, and 35 and an
asparagine quintuple mutant at positions 25, 27, 41, 47, and 48
decreased the binding activity by approximately 20% and 33%,
respectively, showing that these residues are involved in
CXCR4 binding.78 A subsequent study by Veldkamp et al. in
200850 investigated the chemotaxis reduction by single
mutations within the 25−49 moiety of CXCL12 and showed
that (i) mutant R47E abolishes chemotactic activity, (ii)
mutants V39A, K27E, and R47A impair to a critical extent the
chemotactic activity, (iii) mutants K27A, V49A impair
considerably the chemotactic activity, and (iv) mutants H25R
and R41A decrease chemotaxis to a small extent. Also, a study
by Kofuku et al. in 200968 used methyl-utilizing TCS
experiments and showed that residues Leu29, Val39, Val49,
and Leu55 are in proximity to CXCR4.

Agreement with Experiments - Interactions between
CXCL12 Residues 1−17 and CXCR4. Within the final
simulation, Lys1 of CXCL12 forms two highly interacting salt
bridges with CXCR4 residues Asp171 and Glu288 which are
critical for binding-signaling. As Lys1 of CXCL12 and both
Asp171, Glu288 of CXCR4 are critical residues for signaling,
the formation of concurrent salt bridges must be considered as
the switching mechanism required for signaling. This is also in
line with experiments showing that even a E288D substitution
results in a critical loss of signaling, and this most presumably
can be attributed to the inability of aspartic acid to participate
in the concurrent salt bridge formation owing to its shorter size.
Our results reveal that the charged side chain moiety of Lys1 is
hydrogen bonded to Tyr116 OH, its charged N-terminal end is
hydrogen bonded to Tyr45 OH, and its nonpolar moiety forms
contacts with aromatic CXCR4 residues Trp94, Tyr116, and
Tyr255; all the aforementioned aromatic residues comprise a
cluster of aromatic residues which also includes CXCR4
residues Phe87, Trp252, Tyr255, and Phe292. Despite the fact
that the critical CXCR4 residues Phe87, Trp252, and Phe292
are positioned toward the center of the membrane51 and do not
strictly belong to the binding site, our results depict that an
alanine mutation at these positions should impair (i) the
clustering of aromatic residues and, as a result, (ii) the
anchoring of Lys1 inside the CXCR4 binding pocket, directly
interacting with Trp94, Tyr116, and Tyr255 and indirectly with
Phe87, Trp252, and Phe292. Experiments suggest that the side
chain moiety of CXCL12 Pro2 and the methyl Cβ group of
CXCR4 Asp97 are important in signaling. In line with this, the
structure derived in the present study shows that the side chain
of Pro2 forms contacts with the nonpolar moiety of Asp97.
Specific modifications at positions 4−7 of CXCL12 abolish
chemotaxis; in our computationally derived structure, these
modifications would impair (i) the hydrogen bonding
interactions between CXCR4 and the CXCL12 hydroxyl
groups of Ser4 and Ser6 and (ii) the burial of CXCL12 residue
Leu5 and Tyr7 within specific pockets of CXCR4, which
include the nonpolar side chain moieties CXCR4 residues
Glu262, Glu268. Therefore, the interactions, or a portion of the
interactions, formed by CXCL12 residues 4−7 with CXCR4
(see Results) should be considered critical with regards to the
chemotactic signaling. Our data provide a compelling argument
for the most critical role of both (i) a positively charged residue
at position 8 of CXCL12 and (ii) Asp187 and Tyr190 of
CXCR4. In the simulation, the charged side chain group of
Arg8 of CXCL12 forms a highly interacting salt bridge with
CXCR4 Asp187 and a cation-π interaction with CXCR4
Tyr190. In addition, the nonpolar moiety of CXCL12 Arg8 is
attracted to the aromatic ring of Tyr190. The critical role of
CXCL12 Arg12 in chemotaxis can be attributed to its capacity
to form rich nonpolar and predominantly polar interactions
with CXCR4 residues within the simulation. Polar interactions
include both an abundance of salt bridges and hydrogen bonds
with CXCR4 negatively charged residues Glu2, Tys7, Glu14,
and Asp193. According to experiments, CXCR4 residues Glu14
and Tys7 are important for CXCL12 binding, whereas a D193K
mutation does not affect signaling. To understand why the
lysine substitution at position 193 does not affect signaling, we
performed an additional 20-ns simulation of CXCL12 in
complex with a D193K CXCR4 mutant, starting from the
optimized initial coordinates of the final simulation. Interest-
ingly, we observed that the calculated average binding free
energy is similar when a lysine is present at 193; this is
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attributed to the fact that in the new simulation of the D193K
CXCR4 mutant, Tys7 is capable of forming a highly interacting
salt bridge with CXCL12 Arg12 without being repelled by its
neighboring Asp193 as is the case in the natural CXCR4
protein. Furthermore, our computationally derived structure in
the final simulation is in remarkable agreement with experi-
ments, as the 12−17 residue moiety of CXCL12 is indeed
involved in the binding; according to our computationally
derived structure, this region forms interactions with CXCR4
N-terminal domain residues 6−14.
Agreement with Experiments - Interactions between

CXCL12 Residues 24−55 and CXCR4. Within the final
simulation, CXCL12 residue Lys24 forms a salt bridge with
CXCR4 Tys21 which, according to experiments, is a highly
critical CXCR4 residue for binding. Experiments suggested that
mutations at CXCL12 residue His25 affect to a small extent the
binding or signaling; in our study, His25 is part of the CXCL12
binding site and is proximal to Tys21. CXCL12 residue Lys27
is according to experiments critical for signaling, and the final
simulation supports this, as Lys27 forms a salt bridge with an
important CXCR4 residue Glu26 and is in the vicinity of
oppositely charged CXCR4 residues Asp20 and Tys21. Residue
Leu29 of CXCL12 is in proximity to CXCR4 residues Pro27,
Cys28, and Phe29, in line with experiments. Our study provides
evidence with regard to the involvement of CXCL12 residues
Thr31, Asn33, and Ala35 in binding, as within the final
simulation they participate in an abundance of intermolecular
polar and nonpolar interactions with CXCR4 residues. These
interactions include nonpolar contacts between CXCL12
residue Asn33 and CXCR4 residues Glu189, Ala180, and
Asp181, as well as multiple hydrogen bond interactions
between the polar side chain group of Asn33 with the
backbone amide and/or the side chain carboxyl group of
CXCR4 Asp181. The aforementioned interactions should be
important as the EADD(179−182)QAAN CXCR4 mutant is
capable of binding but not signaling. Our study provides
evidence on the critical nonpolar role of CXCL12 Val39 in
chemotaxis, as within the simulation, Val39 is involved in two
hydrophobic contacts with Met24 and Pro27 of CXCR4.
Moreover, our simulation provides evidence on the role of
CXCL12 residue Arg41 in binding, as its charged side chain
group (i) forms a salt bridge with CXCR4 Tys21, (ii) is
hydrogen bonded to the hydroxyl group of CXCR4 Ser23, and
(iii) is attracted to oppositely charged CXCR4 residues Asp20
and Asp22. According to experiments the positively charged
side chain group of Arg47 is of utmost importance as the R47E
CXCL12 mutant abolishes chemotactic activity. Our simulation
data provide strong evidence for this as its charged side chain
group (i) forms salt bridges with CXCR4 residues Glu15 and
Asp22, (ii) is strongly hydrogen bonded to CXCR4 residue
Thr13, and (iii) is attracted to oppositely charged residues
Glu14 and Asp20; it is worth noting that CXCR4 residues
Glu14, Glu15, and Asp20 are according to experiments
involved in the CXCL12 binding to CXCR4. In addition,
experiments suggest that CXCL12 residue Gln48 is involved in
the binding with CXCR4, and, in line with this, our
computationally derived structure depicts that it is hydrogen
bonded to CXCR4 residues Ser23, Met24, and Lys25 and
participates in additional nonpolar contacts with CXCR4
residues Thr13, Glu26. Our study provides evidence on the
important role of CXCL12 Val49 for chemotactic activity, as it
forms important hydrophobic contacts with the nonpolar
moieties of CXCR4 residues Thr13, Glu14, and Met24. In

addition, Leu55 CD1/2 atoms are frequently within the
simulation 7−8 Å away from CXCR4 Ser9 CB; owing to this
position, the side chain of Leu55 forms intramolecular nonpolar
interactions with CXCL12 Ser16 which stabilize its position in
the complex and facilitates its polar interactions with CXCR4
residue Ser9.

Predictions for Future Experimental Studies. MD
simulations, in general, can interpret experimental data, and,
in addition, they possess the capacity to provoke new
experiments.80 Our study suggests that specific residues of
CXCL12, shown in italics in Table 1, (e.g., Val3, Cys9, Pro10,
Cys11, Lys24, Asn30, Pro32, Cys34, Asn46, and Cys50), and
CXCR4 (e.g., Met1, Thr8, Ser9, Asp10, Asn11, Tys12, Asp22,
Ser23, Lys25, Pro27, Cys28, Phe29, Arg30, Trp94, His113,
Arg188, Phe189, Gln200, His203, Leu266, Glu277, Asn278,
and His281) take part in the binding and may be associated
with signaling, as well. As, according to our knowledge, the role
of the aforementioned CXCL12 and CXCR4 residues was not
investigated by experiments, we suggest that future exper-
imental studies be performed to examine the involvement of
the aforementioned CXCL12 and CXCR4 residues in binding
and/or signaling.

Comparison of the Final Simulation and the Top
Ranked Complexes with Regard to Experiments. We
evaluated the total interaction free energy for CXCL12:CXCR4
residue pairs belonging to the final simulation and the top five
ranked Complexes: 2, 3, 19, 1, and 16. Subsequently, we
selected only the residue pairs which meet the following two
conditions: (i) at least one of the two interacting residues is,
according to experiments, involved in the binding and/or
signaling, and (ii) the total interaction free energy of the
interacting residue pair is at least −4.5 kcal/mol. This
additional analysis aimed at assessing (i) the degree of
agreement with experiments of the top ranked complexes
(see Supporting Figure 3A) and (ii) the correlation between
the degree of agreement with experiments and the ranking
according to the membrane MM GBSA approximation (see
Supporting Figure 3B).
The final simulation contains the largest number of

interactions (35) between CXCL12 and CXCR4 residues
which are experimentally associated with binding and/or
signaling. Complexes 2 and 3 which were used as building
blocks for the construction of the CXCL12:CXCR4 complex in
the final simulation contain the second (31) and third (29)
largest number of interactions between CXCL12 and CXCR4
residues which are experimentally associated with binding and/
or signaling. The key weaknesses of Complexes 2 and 3 with
regard to the final simulation is that they cannot provide
evidence for the key role of CXCR4 residue Asp171 and
CXCL12 residue Lys27, respectively. The binding mode of
Complex 19 is also similar to the binding mode of the final
simulation. Despite the weakness of Complex19 in providing
evidence adequate information on the important role of
CXCR4 residues Glu26 and Glu268, and the charged amide
of CXCL12 residue Arg12, (i) the relatively large number (23)
of interactions between CXCL12 and CXCR4 residues which
are experimentally associated with binding and/or signaling in
Complex 19 and (ii) the similarity between the binding modes
of Complex 19 and the final simulation suggest that a portion of
the CXCL12:CXCR4 interacting residue pairs observed in
Complex 19 (e.g., Ser4:Asp187, Arg8:Asp181, Lys27:Tys21,
Arg41:Glu14, and Arg47:Glu14) may − upon binding −
alternate with the interacting residue pairs encountered in the
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final simulation. Also, Complexes 1 and 16 contain a large
number (24 and 22, respectively) of interactions between
CXCL12 and CXCR4 residues which are experimentally
associated with binding and/or signaling; nevertheless, they
fail − among others − to provide evidence for the key role of
CXCR4 residue Asp171.
Interestingly, the aforementioned analysis reveals that, at

least for the specific system investigated here, there is a
significant correlation (R2 = 0.84) between the binding free
energy, which was calculated using the membrane MM GBSA
approximation, and the degree of agreement with experimental
findings. The results show that a decrease of the binding free
energy is associated with an increase of the number of
interactions between CXCL12:CXCR4 residues which, accord-
ing to experiments, are related to binding and/or signaling of
CXCL12 in complex with CXCR4 (see Supporting Figure 3B)
Comparison with Previous Computational Studies. It

is possible that prior to the optimum and final binding, which is
associated with signaling, CXCL12 may undergo rapid
conformational changes in its N-terminal end to adopt an
appropriate conformation for binding, as suggested in the two-
site binding model of Crump et al.67 Nevertheless, our
computationally derived structure suggests that - upon binding
- the ligand and the receptor form a unique-optimized complex
structure; this structure encompasses all key interactions
formed between the key CXCL12 and CXCR4 residues
which possess a functional role with regard to binding or
signaling. The most recent binding models suggested by Xu et
al.56 could constitute probable initial binding conformations of
CXCL12 to CXCR4 which could occur prior to the
stabi l izat ion of the optimum, unique, and final
CXCL12:CXCR4 complex conformation, which is identified
in our study, and leads to signaling. The CXCL12:CXCR4
complex structure of Xu et al.56 is unable to provide evidence
on the role of the most critical CXCL12 residue, Lys1, with
regard to signaling,58,67 as according to Xu et al. Lys1 of
CXCL12 is not buried within the transmembrane helical
regions of CXCR4.56 Hence, Xu et al.56 cannot provide
evidence on the key binding-signaling role of CXCR4 residues
Phe87, Asp171, Trp252, Tyr255, Glu288, and Phe292.77 In
contrast, our study (i) presents Lys1 to be buried in the
transmembrane CXCR4 domain, as suggested experimen-
tally,67,68 and (ii) provides compelling evidence on the
combined role of Lys1 of CXCL12 and the aforementioned
CXCR4 residues in the complex structure. It is possible that the
binding of Lys1 in the N-terminal domain which was reported
in the recent computational study56 had affected negatively the
formation of optimized interactions between CXCL12 and
CXCR4 in the models reported.56 For example, experiments
verified the critical role with regards to signaling of CXCL12
residue Arg8 and CXCR4 residue Tyr190. This is in agreement
with our study since we show that these residues have a
combined-common role in signaling owing to the formation of
a cation-π interaction between the two in the complex
structure; on the contrary, Xu et al.56 provide no evidence for
the key signaling role of CXCR4 residue Tyr190. The higher
degree of agreement with experimental findings of our
computationally derived structure compared to the most recent
CXLC12:CXCR4 modeled structure56 is also reflected in the
binding free energy which is approximately twice lower in our
final simulation than the three predicted models of.56

Moreover, it is worth noting that in our study the binding
free energy was calculated with a quite more rigorous81

Generalized Born representation59 which was developed
specifically to take into account the heterogeneous-dielectric
water-membrane-water environment.
The inability of previous computational attempts53−56 to

report a CXLC12:CXCR4 structure in high agreement with
previous experimental findings could be attributed to the
difficulty in sufficiently sampling and correctly modeling the
bound conformation of both (i) the highly flexible CXCL12 N-
terminal domain as well as (ii) the complete CXCR4 structure
with an appropriate conformation and orientation of the N-
terminal domain, as residues 1−26 are missing from the X-ray
structure of CXCR4.51 As for CXCR4, the modeling and the
nearly exhaustive conformational search to produce multiple
receptor structures in Tamamis and Floudas14 aided signifi-
cantly the production of an appropriate CXCR4 conformation
in this study, too. As for CXCL12, the selection of the proper
bound CXCL12 conformation required for binding and
signaling is considerably important owing to the high flexibility
of region 1−11 and, thus, the numerous possible orientations
which may occur between domains 1−11 and 12−68 of
CXCL12. According to our findings, the CXCL12 bound
conformation is not included neither in the NMR ensemble of
ref 57 nor in any of the two X-ray structures of ref 58;
nevertheless a hybrid-origin NMR/X-ray CXCL12 conforma-
tion which was simulated in the final simulation was shown to
be appropriate to optimize the intermolecular interactions with
CXCR4 upon binding. This suggests that the high flexibility of
the 1−11 CXCL12 domain67 and the large number of
orientations between domains 1−11 and 12−68, prior to
binding, could be most important for CXCL12 to adopt an
appropriate conformation for binding.67 Nevertheless, can the
high flexibility of the 1−11 CXCL12 N-terminal domain lead
the CXCL12 structure of Complex 2 to conformationally adopt
the exact N-terminal orientation of Complex 3 and result in the
hybrid-origin CXCL12 structure of the final simulation? To
answer this, we performed replica exchange MD simula-
tions82−84 using the FACTS implicit solvent model,85 as in ref
86−88 (see Supporting Information). Based on the analysis, we
show that by starting from the bound conformation of
Complex 2, and by imposing very light “bestfit” conformational
constraints on the heavy backbone atoms of region 12−68, so
as to maintain its structural integrity at elevated temperatures,
the unbound CXCL12 conformation at of Complex 2 indeed
possesses the capacity to adopt the N-terminal conformation of
Complex 3 in region 1−11 at 300 K and, consequently, to be
conformationally transformed into the bound structure of the
final simulation (see Supporting Information and Supporting
Figure 4). Despite the high flexibility of the CXCL12 N-
terminal domain which is needed so as to adopt the appropriate
and optimum conformation in complex with CXCR4, the 1−11
domain of CXCL12 upon binding is, interestingly, maintained
in a “locked” low-flexibility conformation owing to its burial
into CXCR4; the burial leads to the formation of significantly
low binding free energy binding conformation, containing an
abundance of intermolecular interactions with CXCR4. The
remarkable agreement with experiments was additionally
facilitated by the nearly exhaustive docking conformational
search, as well as the high accuracy heterogeneous dielectric
implicit model used59 to simulate and select the optimum
conformations (see Methods); the same computational
protocol was recently applied and succeeded in reporting the
first computationally derived HIV-1 gp120 V3 loop:CXCR4
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complete complex structure, also in remarkable agreement with
experiments.14

Molecular Recognition of CXCR4 by CXCL12 versus
the HIV-1 gp120 V3 Loop. According to our knowledge, this
study presents the first structural and interaction free energy
based comparison between the HIV-1 gp120 V3
loop:CXCR414 and CXCL12:CXCR4 complexes. Despite the
key differences between the bound structures of the HIV-1
gp120 V3 loop14 and CXCL12 (Figure 1), and the high
flexibility of both the unbound HIV-1 gp120 V3 loop14,89 and
the N-terminal domain of CXCL1267 (see Supporting
Information), the comparative analysis between the CXCR4
residues which interact with (i) the specific dual tropic HIV-1
gp120 V3 loop14 and (ii) CXCL12 provides evidence that the
specific V3 loop investigated in ref 14 and CXCL12 share the
same CXCR4 binding pocket, as they mostly interact with the
same CXCR4 residues. Therefore, there is a significant overlap
between the conformational space captured by the HIV-1
gp120 V3 loop residue moiety 4−32 (which corresponds to
299−328 in the entire gp120 sequence90) and CXCL12 residue
moieties 1−12, 31, 39−42, and 45−49 (see Supporting Figure
2). The RMSD between the last snapshot of the simulations in
the HIV-1 gp120 V3 loop14 and CXCL12 in complex with
CXCR4 (with superposition in the entire transmembrane
CXCR4 region), for the highly interacting CXCR4 residues
listed in Figures 3A, 3B, is equal to 8.4 Å, 2.7 Å, and 1.8 Å for
the N-terminal domain, extracellular loops, and transmembrane
region, respectively. This result shows that the transmembrane
region and N-terminal domain of CXCR4 exhibit the highest
and lowest degree of similarity, respectively, with regard to the
HIV-1 gp120 V3 loop14 and CXCL12 binding to CXCR4.
Therefore, this suggests that the binding of the HIV-1 gp120
V3 loop14 and CXCL12 leads to the “locking” of the CXCR4
N-terminal domain in different conformations in the two
complexes which are correlated with optimum intermolecular
interactions. It is worth noting that most of the CXCR4
residues with the highest degree of dissimilarity between the
HIV-1 gp120 V3 loop14 and CXCL12 binding are situated in
the N-terminal domain of CXCR4.
In general, the most highly interacting residues of CXCR4, in

both complexes, are negatively charged; this result underlines
the key role of negatively charged CXCR4 residues in attracting
(and interacting with) CXCL12 and the HIV-1 gp120 V3
loop.14 Both the HIV-1 gp120 V3 loop14 and CXCL12 form
their strongest interactions with CXCR4 transmembrane
residues Asp171 and Glu288, as a consequence of Coulombic
interactions between oppositely charged residues. In the case of
the HIV-1 gp120 V3 loop,14 its “central-tip” residue Arg18,
which corresponds to residue Arg315 in the entire gp120
sequence,90 forms two concurrent salt bridges with CXCR4
residues Asp171 and Glu288, and, in the case of CXCL12, its
charged N-terminal end forms a salt bridge with Glu288 and
the side chain positively charged group of CXC12 Lys1 forms a
salt bridge with Asp171.

■ CONCLUSIONS
The discovery of novel CXCR4 antagonists is of utmost
medical importance owing to their potential therapeutic
application in blocking (i) the HIV-1 entry to CXCR414 or
(ii) the CXCL12:CXCR4 axis which is involved in tumor
metastasis, as well as tumor progression, angiogenesis, and
survival.23 The discovery of novel CXCL12 based agonists is
also an imperative need, as CXCR4 agonists can among others

be used for the mobilization of bone marrow hepatopoietic
cells.91 The high-accuracy computational derived structure of
our study can be exploited for the de novo design65,71,92−97 of
new generations of CXCL12-based peptides which can serve as
CXCR4 agonists or antagonists.
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