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A B S T R A C T   

This study examines the effects of banking development, economic growth and consumption of 
renewable energy on carbon dioxide (CO2) emissions and load capacity factor (LCF). Previous 
empirical studies have assessed the interrelationship between banking development and CO2 
emissions; however, these studies have ignored supply-side ecological issues. To overcome this 
issue, this study evaluates the effect of banking development on LCF, which is considered to be 
one of the most comprehensive ecological proxies to date, including both biocapacity and 
ecological footprint (EF). Using the bootstrap autoregressive distributed lag model, the study 
reveals that renewable energy improves ecological quality in Germany. The results of the 
investigation demonstrate that the environmental Kuznets curve hypothesis is valid in Germany 
using CO2 emissions and LCF indicators. Furthermore, this study demonstrates that banking 
growth and renewable energy in Germany correlate with improved environmental quality. These 
findings provide policymakers with important insights. In this context, the study advises the 
banking industry and government authorities to leverage banking expansion to support green 
energy to achieve the national goal of zero CO2 emissions by 2045.   

1. Introduction 

Increasing ecological pollution is one of the most significant and pressing challenges confronting the planet [1]. This issue has 
become a priority, multiple protocols have been implemented and meetings have been organised to mitigate ecological pollution, such 
as the Kyoto Protocol and the 2015 Paris Agreement [2]. According to these agreements, national governments have pledged to 
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mitigate ecological pollution to limit the increase in the level of global temperature. In this context, the prime objective of the Paris 
Agreement is to keep the increase in the global temperature well below 2 ◦C above the pre-industrial level [3]. Subsequently, carbon 
dioxide (CO2) effluence became a focus of attention for researchers and policymakers, as it hinders economic development worldwide. 
Energy usage is a major contributor to CO2 emissions across many countries, and this issue is of great concern for researchers and 
policymakers to understand the reasons for advanced global warming and environmental degradation. 

Various studies have focused on variables or factors that determine ecological sustainability [4–11]. Previous studies have eval
uated the impacts of economic expansion and energy using CO2 emissions and ecological footprint (EF) as indicators to capture 
environmental sustainability; however, these proxies do not consider nature’s response to human environmental degradation. For 
example, EF is basically an indicator that measures humans’ pressure on environmental sustainability; therefore, empirical analyses 
that are based only on CO2 emissions or EF neglect nature’s supply side. Siche [12] suggested the load capacity factor (LCF) to address 
this issue, which is captured by dividing biocapacity/EF, to simultaneously evaluate human pressure on air and water quality. Some 
recent empirical studies [13–17] have used the LCF to capture ecological quality; however, these studies have not considered the 
influence of the banking sector on the LCF. Therefore, this study tests the impact of the banking-sector development on the LCF for the 
first time. In this context, the research endeavours to answer two research questions: (i) What is the effect of banking-sector devel
opment, economic growth, and renewable energy consumption (REC) on CO2 emissions in Germany? And (ii) What is the effect of 
banking-sector development, economic growth and REC on the LCF in Germany? 

In the contemporary world, Germany stands as the fourth largest economic power and is positioned as second in exports around the 
globe [18], and Germany also boasts superior economic mass and international trade. The nation is currently striving to reduce CO2 
emissions, seeking to achieve the target of zero or at least minimal greenhouse gas (GHG) emissions. Notably, Germany’s CO2 
emissions have fallen significantly over the years, with a considerable reduction of 4.9% from the 2012 level. Germany has improved 
its reduction of CO2 emissions remarkably in the past decade to combat climate change challenges and attain a safer environment [19]. 
The LCF is considered to be one of the comprehensive ecological proxies to date, and examining biocapacity and EF reveals that it has 
increased from 0.22 in 1972 to 0.35 in 2021 (Fig. 1). 

Furthermore, an evaluation of the contribution made by Germany in non-trade sectors reveals that some CO2 emissions mitigation 
in Germany was achieved by transferring carbon-intensive production factories to least-developed economies. Germany has also been 
a forerunner in adopting updated renewable energy technology [20]. The methods used to transform the German energy sector are 
based on government-controlled, policy-centred structural changes to shift from an energy system based on fossil fuels to renewable 
energy [21,22]. Through massive reduction of harmful CO2-emitting plants, Germany could serve as an exemplary standard for other 
nations. 

Germany is an ideal case to investigate the impact of banking expansion on environmental quality. The German banking sector has 
continuously made a massive contribution to the nation’s economy. The cumulative assets of German investment banks are up to 1.2 
billion euros, with access to more massive customers through denser branch networks [23]. Furthermore, cooperative and public banks 
in Germany comprise a widespread, locally grounded network which helps branches remain updated regarding the prospective 
business of the companies with which they collaborate. Notably, Germany’s 111 billion euros worth of annual financial services 
contribute a 4% share to the nation’s gross domestic product (GDP) [24]. 

This study contributes to the literature in three ways. First, although several previous studies have assessed the impact of economic 
growth and energy on ecological pollution [9–11,14,16], limited research has focused on the impact of the banking sector on envi
ronmental sustainability. Specifically, previous studies have not addressed the effect of the banking sector on ecological sustainability 
in Germany. In addition, these studies have not addressed the linkage between the LCF and banking development. To the best of the 
author’s knowledge, this is the first study to assess the effect of the banking-sector on the LCF, which is considered to present a novel 
indicator of ecological sustainability, which captures the supply- and demand-side aspects of environmental sustainability. If the LCF is 
higher than 1, it indicates that exceeds EF and the country’s current supply of natural resources is sufficient to maintain ecological 
quality. In contrast, if LCF is lower than 1, the country’s environmental quality is at risk [25]. Although Germany has improved its 
environmental quality indicators remarkably over the last decades, its LCF still remains at less than one (Fig. 1), meaning that bio
capacity is lower than the current EF and the nation’s environmental quality is unsustainable. This issue remains a primary significant 
challenge for the country, and it is essential to examine the determinants of Germany’s LCF. 

Second, this study retests the environmental Kuznets curve (EKC) hypothesis [26] by introducing Germany’s banking-sector 

Fig. 1. The LCF in Germany over the period from 1972 to 2021. 
Source: Global Footprint Network (2021). 
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development. For comprehensive analysis, we used two proxies to capture ecological quality, including CO2 emissions as a traditional 
indicator and the LCF as a novel indicator. The study also uses principal component analysis (PCA) to construct a banking-sector 
development index including three proxies, which include private credit in the deposit money banking sector as a share of GDP, 
banks’ deposit money assets as a share of GDP (%) and liquid liabilities as a share of GDP. Most of the studies have used data till 2018 to 
measure the LCF, and we provide the first study using updated data from 1972 to 2021 which are obtained from the Global Footprint 
Network (GFN) website, as published in June 2023. 

Third, this study provides some critical insights and policy implications for German policymakers towards advancing sustainable 
environmental development that fully leverages banking-sector development. This sector has a key role in allocating finances for 
economic functioning and advancement. Given the high expenditures and funds required for green energy investment, the sector has a 
pivotal role; therefore, environmental plans which are implemented without considering how banking development contributes to 
ecological contamination and might hinder the achievement of sustainable development. Nevertheless, the impact of the banking 
sector on ecological sustainability could be positive or negative depending on how this sector promotes applications of environ
mentally friendly and green energy sources. For example, the banking-sector development may promote environmental sustainability 
by introducing more capital to flow and actively promoting advanced technologies and green projects, offering low finance costs to 
projects that support and use green energy sources to mitigate emissions [27,28]. Conversely, banking-sector development may help 
the German economy increase production and manufacturing activities by lowering borrowing costs. Conversely, the absence of 
stringent ecological regulations could allow firms and individuals to consume and produce more energy-intensive products, increasing 
ecological pollution through ambient air pollution. 

It is essential to investigate the impact of banking-sector development on environmental sustainability in Germany. As noted above, 
this study focuses on the LCF to clearly demonstrate how banking-sector expansion affects the sustainability of the nation’s envi
ronment. In this context, this study determines that the banking sector can have a significant influence on ecological sustainability in 
three ways. (i) Channelling private investment and production towards the green transition by mobilising funds at a lower borrowing 
cost for investment in energy-efficient technologies. This transition can be advanced by channelling energy production and con
sumption systems that are high in GHG emissions to clean energy sources with low or zero CO2 emissions, which will positively affect 
ecological sustainability. (ii) By continuously evaluating the influence of banking regulations and policies on ecological sustainability 
and implementing targeted green regulations, the banking sector can redistribute funds from less energy-efficient technologies to 
environmentally friendly technologies. These regulations must be managed by the central banks to ensure the positive role of the 
banking sector in promoting environmentally friendly investment. (iii) Increasing research and development (R&D) investments and 
advanced technologies that facilitate the expanded use of green energy sources. This can be achieved with strategic financing 
structures in the banking sector, such as green mortgages and investment loans. 

Finally, we employ Zivot–Andrews (ZA) unit root and Perron and Vogelsang (PV) tests to evaluate unit roots and adopt the novel 
bootstrap autoregressive distributed lag (ARDL) technique. This approach combines an F-test on the estimated coefficients of the 
variables employed and an F-test on the estimated coefficient of the independent selected variable. The test also includes a t-test on the 
estimated coefficient of the dependent selected variable. This approach confirms the stability of the results in the conventional co- 
integration approaches to produce robust findings with notable policy implications. 

The remainder of this paper is organised as follows. Section 2 presents a literature review; sections 3 and 4 detail the empirical 
model, data employed, methodology and empirical findings. We examine and discuss the results in section 5, and the conclusion is 
presented in section 6. 

2. Literature review 

2.1. Theoretical foundation of the study 

A number of studies have examined the connection between economic development and environmental pollution [27–31]. Some of 

Fig. 2. Relationship between economic growth and environmental deterioration (EKC hypothesis): Phases of environmental deterioration [26].  
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these works have focused on the EKC framework which illustrates an inverted U-shaped linkage between pollution and per capita 
income. The primary justification behind the EKC framework contends that the initial phases of economic expansion raise the level of 
CO2 emissions; therefore, a trade-off between economic expansion and ecological pollution can be expected during the initial eco
nomic expansion phase [28]. The effect of economic expansion on environmental neutrality can be explained in three different ways 
within the EKC approach [8]. During the initial economic growth period, economic development activities may increase ecological 
pollution, representing the scale effect of economic development [2]. In the later phase, economic development will lead to a transition 
from energy-intensive production towards increasing environmentally friendly services. Eventually, the economy shifts towards 
information-based services and industries which are less carbon-polluting. This is the trajectory of economic expansion impact [32]. 
Increased environmentally friendly production techniques may mitigate ecological pollution [33], indicating the effect of economic 
expansion. The EKC framework is illustrated in Fig. 2. 

Although the traditional EKC approach has focused on the link between economic development and ecological pollution, several 
empirical studies have assessed the role of energy within the EKC framework [1,2,7,29,30]. According to these studies, energy uti
lisation is the primary driver of climate change, suggesting that traditional energy systems such as fossil fuel (oil, gas and gas) 
positively affect CO2 emissions, whereas green energy negatively affects CO2 emissions. Some recent studies have tested the effects of 
the banking sector on ecological pollution within the EKC framework [27,33,34], indicating that the banking sector is likely to affect 
economic development as well as energy utilisation, indirectly affecting ecological pollution. 

When banks enable more loan disbursements to households and enterprises at reduced financing costs, the banking industry de
velops. Zafar et al. [27] suggest that banking-sector development makes it easier for consumers and companies to obtain loans, 
promoting economic development and industrialisation. However, this economic development can raise energy use level and may 
increase ecological pollution through ambient air pollution. In contrast, further improvement in the banking sector could stimulate 
increased energy innovation, raising clean energy consumption and mitigating ecological pollution. Sadorsky [28] and Çoban and 
Topcu [35] proposed that banking expansion positively influences economic development by lowering borrowing costs, alleviating the 
level of financial risk and allowing investors to expand investments, increasing energy utilisation. In this context, banking development 
positively impacts industrialisation and investment, which may positively affect fossil fuel consumption and ecological pollution. 

Moreover, the banking sector may support ecological sustainability by supporting R&D investments and advanced technologies to 
expand the use of green energy sources. This can be achieved through strategic finance structures in the banking sector, such as re
serves of loan loss and green loan guarantees, facilitating low-risk green investments, introducing more capital to the economy and 
promoting advanced technologies and green projects by offering low financing costs for projects that support and use green energy 
sources [25]. This finance structure results in more green energy being deployed at a lower cost provided by the banking sector. In this 
context, consumers and firms can invest more in projects that use green energy sources, replacing polluting energy investment with 
green investment, which will increase green energy consumption and promote environmental quality. More green regulations in the 
banking sector can promote environmental sustainability. In contrast, the absence of green policies can negatively affect ecological 
sustainability through increased lending for high polluting projects [27]. 

2.2. Empirical literature 

2.2.1. Economic growth, energy and environmental quality 
The EKC framework has been extensively applied to evaluate economic growth’s impact on ecological quality. In this context, 

Saboori et al. [36] evaluated the association between CO2 emissions and GDP in Malaysia, revealing an inverse U-shaped nexus in the 
short- and long-term, validating the EKC hypothesis. Gao and Zhang [29] investigated the connection between CO2 and economic 
growth in Sub-Saharan Africa, finding a positive correlation. Likewise, Cerdeira Bento and Moutinh [31] and Zoaka et al. [37] 
confirmed the EKC hypothesis in Italy and Brazil, Russia, India, China and South Africa (BRICS), respectively. These findings suggest 
that a rise in countries’ real output increases ecological pollution, with a positive role in promoting ecological neutrality in later stages. 
Ganda [38] applied panel data generalised least squares and demonstrated that economic expansion positively influences ecological 
pollution in BRICS nations. Wang et al. [39] also found that the EKC framework is valid for G7 countries. Conversely, some studies have 
assessed the impact of economic growth on the LCF. For example, Awosusi et al. [13] used the ARDL method, revealing a negative link 
between economic expansion and the LCF in South Africa, and Shang et al. [14] demonstrated that economic growth negatively affects 
the LCF in ASEAN countries. Similar results were found by Pata [40] for Japan and the United States (US), Fareed et al. [17] in 
Indonesia and Ni et al. [41] in highly resource-consuming economies. Cheng et al. [42] examined global CO2 emissions from all 
countries using annual data from 1970 to 2019. According to the authors, the EKC framework is not powerful enough to be generalised 
to every country or location. 

In addition, multiple studies have explored the influence of energy utilisation on environmental quality in the US, France, China 
and Pakistan, establishing a unidirectional association between energy use and CO2 emissions applying Granger causality, the vector 
error correction model (VECM) and the ARDL model [6–9,42–45]. Other researchers [46–49] and [50] have established a 
bi-directional association between energy utilisation and CO2 emissions by applying ARDL-VECM in China, Pakistan, India and 
Sweden. Dogan and Seker [51] suggested that REC is crucial for lowering pollution levels (CO2) in the US. Ma et al. [8] tested the 
impact of REC on ecological neutrality in Germany from 1995 to 2015, determining that REC significantly reduces CO2 emissions in 
Germany. Awosusi et al. [13] suggested that REC positively promoted the LCF in South Africa from 1980 to 2019. Pata [40] assessed 
the impact of REC on the LCF in the US. The scholars proposed a positive connection between REC and the LCF. Shang et al. [14] 
suggested that REC and health expenditure promote the LCF in the case of ASEAN economies from 1980 to 2018. Pata and Samour [33] 
used the ARDL method, determining that REC has no long-term effects on the LCF in France. Agila et al. [15] suggested a causal 
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interrelationship between REC and the LCF in South Korea from 1970 to 2018. Pata et al. [52] assessed the impact of REC on the LCF in 
Germany, finding that REC promotes the LCF from 1974 to 2018. 

2.2.2. Banking-sector development and environmental quality 
Several studies have examined the correlation between financial expansion and economic growth. For instance, some studies [30, 

52,53] and [54,55] have illustrated that a significant improvement in the finance sector positively affects the rate of economic growth, 
which eventually affects energy utilisation and ecological quality. Other studies have examined the correlation between financial 
development and ecological quality. For example, Shahbaz et al. [56] illustrated that the impact of financial expansion on Cis positive 
in the case of Malaysia. Zafar et al. [57] demonstrated a positive link between finance growth and Cin some selected countries in Asia. 
For the years 1990–2017, Zoaka et al. [37] employed the augmented mean group technique in BRICS nations, demonstrating that the 
rates of CO2 are favourably impacted by improvement in the financial sector. The above studies focused on the interlink between 
financial development and ecological quality; however, limited research has assessed the connection between banking development 
and environmental quality. Zafar et al. [27] used the LM bootstrap panel co-integration method, illustrating that the banking sector has 
a positive impact on environmental quality in G-7 and N-11 economies from 1990 to 2016. Samour [58] applied the ARDL approach 
and demonstrated that a significant improvement in the banking sector has a powerful influence on environmental quality in Turkey 
from 1980 to 2014. Radulescu et al. [59] applied the method of moments quantile regression approach to assess the impact of banking 
development on the EF in economies in the Organisation for Economic Development and Co-operation (OECD) from 1990 to 2018, 
finding that the banking sector negatively impacts ecological quality in OECD nations. In contrast to earlier research, this study as
sesses the correlation between banking development and environmental quality using the LCF and is the first to identify how banking 
development affects the LCF. To the best of our research knowledge, no previous empirical study has examined the correlation between 
banking development and LCF. 

2.3. Gaps in the literature 

The following main perspectives emerged from the literature review summary above. First, the commonly applied techniques used 
to scrutinise the associations among variables have included Granger causality, VECM, ARDL-VECM and NARDL [6–10,37,38,45]. 
Second, the predominant indicators employed in previous studies have included CO2 emissions and EF. Minimal research has used the 
LCF indicator, and the influence of banking development on ecological sustainability in Germany has not yet been empirically 
examined. Furthermore, a gap remains in the lack of studies exploring the effects of banking development on ecological sustainability 
in the context of the LCF. Therefore, this is the first study to fill the gap in the energy and environment literature by exploring the 
correlation between banking development and the LCF for the first time. Previous studies have only focused on CO2 emissions and EF 
to measure the pressure of human activity on environmental sustainability, neglecting to include the supply side of nature. To 
overcome this issue, few studies have used the LCF to capture ecological quality [15–19,43,53]. The LCF is considered to be a unique 
measure of environmental quality which is used to incorporate supply and demand sides of ecological sustainability. This study also 
fills the gap by using the most recently available LCF data, whereas most empirical studies have only used the data till 2018 to measure 
the LCF. Therefore, we provide the first study to use updated data from 1972 to 2021. 

3. Methodology and data sources 

3.1. Data and model 

Grossman and Krueger (1995) proposed the first theoretical linkage between CO2 emissions and economic growth. Since that time, 
different variables have been introduced into the EKC framework such as renewable energy, financial development and international 
trade [2630]. Based on these studies, the EKC framework is formulated as follows in equation (1): 

lnCO2 t = β0 + ϒ1lnYt + ϒ2ln Y2
t + εt (1) 

According to the EKC framework, ϒ1 is expected to be positive and Y2 is expected to be negative [27,34,57]. indicated that it is 
essential to consider banking-sector development as a potential determinant of environmental quality. In this context, this study 
evaluates the influence of the banking sector, GDP, squared GDP and renewable energy on ecological quality. In contrast to existing 
research, this study tests the impact of banking-sector development on Germany’s environmental quality using the LCF in addition to 
the traditional indicator of CO2 emissions. 

To understand the effect of banking expansion on ecological sustainability and provide a comprehensive analysis of the influence of 
the banking sector on ecological sustainability, we employ four individual models within the EKC framework. The first model evaluates 
the impact of the banking sector, GDP, squared GDP and renewable energy on the LCF. The second model assesses the impact of the 
banking sector, GDP, squared GDP and renewable energy on CO2 emissions. The structure of these models is formulated as follows in 
equations (2) and (3): 

Model 1 : lnLCFit = β0 + γ1InGDPit + γ2InGDP2
it + γ3InBSDit + γ4InRECit+εt

(2)  

Model 2 : lnCO2it = β0 + γ1InGDPit + γ2InGDP2
it + γ3InBSDit + γ4InRECit+εt

(3) 
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where ln CO2it denotes emissions (metric tonnes per capita) in Germany [58]. InGDPit is total GDP (2015 = 100) in USD [52]. InGDP2
it 

is GDP squared. InRECit is REC captured in terawatt-hours (TWh) per year [60]. LCFit is LCF, captured as biocapacity/EF [33]. InBSDit 
represents banking-sector development, which is constructed combining three proxies, which include private credit in the savings and 
loan banking sector as a share of GDP, banks’ deposited financial assets as a share of GDP (%) and banks’ liquid liabilities as a share of 
GDP using PCA to improve BSD representation [27]. PCA is an effective technique that decreases a dataset to lower dimensions while 
keeping as much information from the original dataset as possible. The PCA information is presented in Appendix Table A1. Com
ponents with an eigenvalue exceeding 1 are selected in this analysis. The eigenvalues imply that the first and second principal 
components significantly capture BSD; thus, the first and second components are considered as the BSD index in our estimation models. 
We obtained the data from the GFN website, World Bank Open Data, the World Bank Global Financial Development Database and the 
Our World in Data website, which are widely cited in top journals’ articles [e.g. [60, 61,62]. 

All the variables in this study are in natural log form using the three noted indicators in the first and second models to capture 
banking-sector development. We apply two additional models to provide robust findings regarding the influence of banking expansion 
on ecological quality, using private credit as a single index to capture banking-sector development. The structure of these models is as 
follows in equations (4) and (5): 

Model 3 : lnLCFit = β0 + γ1InGDPit + γ2InGDP2
it + γ3InPCit + γ4InRECit+εt

(4)  

Model 4 : lnCO2it = β0 + γ1InGDPit + γ2InGDP2
it + γ3InPCit + γ4InRECit+εt

(5)  

where InPCit is the proportion of private credit in the savings and loan banking sector to GDP [58]. This study’s data cover the period 
from 1972 to 2021. The tested variables, measurements and sources of data are presented in Table 1. 

3.2. Stationarity and Co-integration tests 

This study employs the ZA unit root test suggested by Ref. [63] and the PV unit root test suggested by Ref. [64] to assess stationarity 
among the variables. In contrast to traditional tests, the primary advantage of these assessments is the consideration of structural 
breakdowns to capture the structural changes in the tested data. 

This study uses the upgraded ARDL approach introduced by Ref. [65], raising the power of the ‘t’-test and ‘F’-test, to explore the 
interaction among banking development, GDP, GD, REC and environmental quality in Germany. McNown et al. [65] employed Monte 
Carlo simulations, arguing that this updated method introduces a reasonable size. In conventional ARDL testing, an F-test (Fstatisticov) 
on the lagged level variables (H0: γ1 γ2 = γ3 = γ4 = γ5 = 0 (, and a lagged level-dependent t-test on the studied variable, (H0: γ1 = 0), 
are used to evaluate the long-term connections amid the focused variables. However, the upgraded ARDL method suggests an addi
tional F-test (H0: γ2 = γ3 = γ4 = γ5 = 0 (on the independent variables examined considering the following three statistical assessments: 
(i) an F-test (Fstatisticov) on the estimated coefficients of all the employed variables; (ii) an F-test (FstatisticIDV) on the estimated 
coefficient of the independent selected variable; and (iii) a t-test (tstatisticDV) on the estimated coefficient of the dependent selected 
variable. These assessments are essential and will yield robust findings to affirm co-integration between the chosen variables. 

The critical values (CVs) in the upgraded method of the ARDL combines the combined integration of features for each studied series 
using bootstrap ARDL. This approach confirms the stability of the results using the conventional co-integration approaches. In this 
regard, one independent tested variable is allowed to be endogenous to apply the ARDL approach, and the CVs of the conventional 
ARDL method accept it, allowing for the endogeneity of multiple tested variables. Moreover, the upgraded ARDL method is suitable for 
the empirical model to include more than one tested variable. The co-integration between the banking sector, GDP, GD P2, REC and 
ecological quality indicators (LCF and CO2) will be determined if the values of (Fstatisticov), (tstatisticDV) and (FstatisticIDV) exceed the 
CV of the bootstrap approach. This approach is formulated as follows from equations (6)–(9): 

Table 1 
The tested variables, measurement, and sources of data.  

Sign Tested variables Measurement Source of the data 

LCF Load Capacity Factor An indicator to assess the ecological quality through dividing biocapacity (per-capita) by 
the EF (Global hectares per capita 

Global Footprint Network 
(GFN) 

CO2 Carbon Emissions Carbon emissions (metric tons per capita) Our world in data 
REC Renewable energy 

consumption 
REC measured in terawatt-hours (TWh) per year Our world in data 

GDP Economic growth GDP-Per capita (Constant-2015 US$). World Bank -Open Data 
BSD Banking Sector 

development 
BSD index is constructed from three proxies (private credit by deposit money banking 
sector as a share of GDP, deposit money banks’ assets as a share of GDP (%), and liquid 
liabilities as a share of GDP) using PCA 

The Global Financial 
Development Database- World 
Bank 

PC Banking Sector 
development “Private 
credit” 

Private credit by deposit money banking sector a percentage of GDP The Global Financial 
Development Database- World 
Bank  
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ΔlnLCFit= α0 +
∑r

i=1
∅1ΔlnLCFt− j +

∑r

i=1
∅2ΔlnBSDt− j +

∑r

i=1
∅3ΔlnGDPt− j +

∑r

i=1
∅4ΔInGDP2

t− j +
∑r

i=1
∅5ΔlnRECt− j + δ1lnLCFt− 1

+ δ2lnBSDt− 1 + δ3lnGDPt− j + δ4InGDP2
t− j + δ5lnRECt− j + ωECTt− 1 + ε1t

(6)  

ΔlnCO2it= α0 +
∑r

i=1
β1ΔlnCO2t− j +

∑r

i=1
β2ΔlnBSDt− j +

∑r

i=1
β3ΔlnGDPt− j +

∑r

i=1
β4ΔInGDP2

t− j +
∑r

i=1
β5ΔlnRECt− j + γ1lnCO2t− 1

+ γ2lnBSDt− 1 + γ3lnGDPt− j + γ4InGDP2
t− j + γ5lnRECt− j + ωECTt− 1 + ε1t (7)  

ΔlnLCFit= α0 +
∑r

i=1
∅1ΔlnLCFt− j +

∑r

i=1
∅2ΔlnPCt− j +

∑r

i=1
∅3ΔlnGDPt− j +

∑r

i=1
∅4ΔInGDP2

t− j +
∑r

i=1
∅5ΔlnRECt− j + δ1lnLCFt− 1

+ δ2lnPCt− 1 + δ3lnGDPt− j + δ4InGDP2
t− j + δ5lnRECt− j + ωECTt− 1 + ε1t (8)  

ΔlnCO2it= α0 +
∑r

i=1
β1ΔlnCO2t− j +

∑r

i=1
β2ΔlnPCt− j +

∑r

i=1
β3ΔlnGDPt− j +

∑r

i=1
β4ΔInGDP2

t− j +
∑r

i=1
β5ΔlnRECt− j + γ1lnCO2t− 1

+ γ2lnPCt− 1 + γ3lnGDPt− j + γ4InGDP2
t− j + γ5lnRECt− j + ωECTt− 1 + ε1t (9)  

where ε1t is the error term; Δ represents first operation; denoted the constant term; ∅1,∅2,∅3,∅4,∅5 and δ1, δ2, δ3¸δ4, δ5 in the first 
model refer to coefficients of the LCF, BSD, PC, GDP, GD P2 and REC in the short and long terms. β1, β2, β3, β4,β5 and γ1, γ2, γ3¸γ4, γ5 the 
second model refers to coefficients of the CO2, GDP, GD P2 and REC and banking-sector development in the short and long terms. R 
represents the lag selections, and ωECTt− 1 is the error correction term that presents the adjustment velocity between the explored 
variables. 

This study applies several statistical diagnostic tests to assess the robustness of the our model, including the Ramsey RESET test 
(R− X) the ARCH test (A− X), the Breush heteroscedasticity test (B− X) and the normality test (N− X) to affirm that the examined model is 
robust and free from auto-correlation. Furthermore, we employed CUSUM and CUSUM-squared tests to confirm that the model is 
empirically accurate. 

We also use Fully modified ordinary least squares (FMOLS) and canonical cointegrating regression (CCR) to reinforce outcomes of 
the ARDL approach. These methods use different corrective techniques except for non-centrality and the bias of the second order. The 
FMOLS assessment corrects all genetic projections, while the CCR assessment corrects data and selects an association that reflects the 
correct canonical class association. These tests are considered to be nonparametric assessments that allow for serial correlation of the 
examined time series. 

We also apply the pairwise Granger causality technique which was proposed by Ref. [66] to capture the causal connections between 
variables. This approach is a paired sample test that capturing the significance of the predictive power of one tested time series variable 
on another. If one-series ‘Y’ can help predict the future of another tested time series ‘X’, then Y Granger causes X. These two variables’ 
time series determine data length (T), containing Xt and Yt (t= 1, 2,…T) indicating their outcomes at time t. The following bivariate 
autoregressive model (in equations (10) and (11)) is employed to construct Xt and Yt: 

Xt = β1 +
∑p

i=1
∅iYt − i +

∑p

i=1
δiXt − 1

)

+ εt (10)  

Yt = β2 +
∑p

i=1
φiYt− 1 +

∑p

i=1
∞iXt− i

)

+ ϵt (11)  

where p is the number of lags, εt and ϵt are residual terms, as stipulated by the data measures β1, β2, ∅i, δi, φi,∞i as factors for 
evaluation. The coefficients are captured using OLS, and X and Y are estimated using F tests. 

Table 2 
Descriptive statistics.   

Mean Median Maximum Minimum Std. Dev. 

ln LCFt − 1.27574 − 1.23612 − 0.98472 − 1.55567 0.150871 
lnCO2t 2.440172 2.442368 2.663569 2.037704 0.155116 
lnGDPt 10.34024 10.37508 10.67555 9.858569 0.243439 
lnBSDt − 4.20E-08 − 0.009477 5.478669 − 1.775727 1.343897 
lnPCt 4.491054 4.481758 4.731831 4.278487 0.136281 
lnRECt 0.477254 − 0.09263 2.163395 − 0.6201 0.937466  
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4. Results 

Table 2 presents the descriptive statistics of our series of investigations, including values, showing how the variables are dispersed. 
Fig. 3 depicts a concentrated time series plot illustrating different economic events and shifts in Germany. 

The outcomes of the unit root tests are presented in Tables 3 and 4, confirming that the selected variables of this study (LCF, CO2, 
BSD, PC, GDP, GDP2, and REC) are integrated and stationery at the first level (Δ) and are integrated at the I (1) operation level. 

The outcomes of the upgraded ARDL co-integration method are presented in Table 5, confirming that the F.statistic− OV , 
t.statistic− DV and Fstatistic− IDV values exceed the CVs of the upgraded ARDL method. These results indicate that the co-integration 
between the CO2, BSD, PC, LCF, GDP, GDP2 and REC is valid. 

Table 6 presents the results of model 1 (GDP, GD P2, BSD, REC and LCF) in short- and long-term analysis, demonstrating that the 
BSD positively and significantly affects the LCF. A 1% improvement in the banking sector in Germany is accompanied by a 0.015% and 
0.020% significant increase in LCF in the short and long run, respectively. The findings from FMOLS and CCR (Tables 9 and 10) present 
similar results that BSD affects the LCF positively and significantly in the long run. 

The findings also demonstrate that the GDP has a negative impact on the LCF in the short- and long-term. A 1% increase in real 
output in Germany is accompanied by a 1.508% and 0.075% significant decrease in the LCF in the short- and long-term. In contrast, the 
results show that GD P2 is positive and significantly correlated with the LCF in the short- and long-term. A 1% increase in GD P2 in 
Germany is accompanied by a 0.481% and 0.250% significant increase in the LCF in both the short- and long-term. These findings are 
validated by FMOLS and CCR testing models (Tables 9 and 10). According to these tests, a 1% augment in real output in Germany is 
accompanied by a 0.929%–0.983% decrease in the LCF. While a 1% increase in GD P2 is accompanied by a 0.429%–0.910% increase in 
the LCF. The results also show that a 1% increase in REC promotes the LCF in Germany by 0.111% and 0.014% in the short- and long- 

Fig. 3. Time series plot of the tested series. Note: X axis describes the logarithmic value of each variables and Y axis denotes the Year.  
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term, respectively. 
The findings of model 2 (GDP, GD P2, BSD, PC, REC and CO2) are also presented in Table 6, indicating that banking-sector 

development is negative and significantly affects CO2 emissions. A 1% improvement in the banking sector in Germany is accompa
nied by a 0.018% and 0.008% significant decline in CO2 emissions in the short and long run, respectively. Furthermore, the results 

Table 3 
The ZA unit root test results.    

Level  First differences 

Variables t .STAT DSB1 Variables t − STAT DSB1 

ln LCFt − 3.893134 2000 ΔlnLCFt − 5.790086a 1991 
lnCO2t − 3.353702 1984 ΔlnCO2t − 8.985297a 2000 
lnGDPt − 3.031143 1998 ΔlnGDPt − 7.146731a 1993 
lnBSDt − 3.604966 2004 ΔlnBSDt − 5.666240a 2001 
lnPCt − 3.142104 2010 ΔlnPCt − 6.705712a 1999 
lnRECt − 2.815816 2004 ΔlnRECt − 5.609071a 1998  

a Symbolizes the significance level at “1%". DSB symbolizes the dates of a structural break. 

Table 4 
The PV unit root test results.    

Level  First differences 

Variables t .STAT DSB1 Variables t − STAT DSB1 

ln LCFt − 2.980269 1990 ΔlnLCFt − 8.832707a 1976 
lnCO2t − 0.893562 1990 ΔlnCO2t − 9.344597a 2017 
lnGDPt − 2.612167 1975 ΔlnGDPt − 7.261602a 1991 
lnBSDt − 3.262777 2010 ΔlnBSDt − 8.467300a 2002 
lnPCt − 3.562990 1990 ΔlnPCt − 6.551122a 1998 
lnRECt − 3.273716 1999 ΔlnRECt − 7.055959a 1991  

a Symbolizes the significance level at “1%". DSB symbolizes the dates of a structural break. 

Table 5 
The bootstrap ARDL co-integration approach.   

F.statistic− OV t.statistic− DV F.statistic− IDV 

Model 1 (LCF, GDP, GD P2, BSD, REC) 8.675** − 5.263** 6.748** 
Bootstrap-based table CV 5% 6.283 − 2.202 2.860 
Model 2 (CO2, GDP, GD P2, BSD, REC) 9.677** − 3.805** 4.377** 
Bootstrap-based table CV 5% 6.480 − 2.146 2.015 
Model 3 (LCF, GDP, GD P2, PC, REC) 6.876** − 4.551** 3.928** 
Bootstrap-based table CV 5% 6.141 − 2.486 2.909 
Model 4 (CO2, GDP, GD P2, PC, REC) 9.122** − 3.430** 3.917** 
Bootstrap-based table CV 5% 7.024 − 2.062 2.492 

Note: tstatistic− DV , and Fstatistic− IDV mean lagged variables F-test; t-test on the lagged “dependent & independent” variables, respectively. ** means 
significance at “5%" and CV means critical value.  

Table 6 
ARDL testing results from Model 1, and 2.   

Variables 
Model 1 (LCF, GDP, GD P2, BSD, REC) Model 2 (CO2, GDP, GD P2, BSD, REC) 

Coefficient t-stat P-value Coefficient t-stat P-value 

ΔlnGDPt − 1.508282*** − 3.713324 0.0010 0.962481*** 5.035582 0.0000 
ΔlnGDP2

t 
0.481619*** 6.443371 0.0000 − 0.344581*** − 3.226302 0.0027 

ΔlnBSDt 0.015640** 2.081074 0.0474 − 0.018611*** − 8.001743 0.0000 
ΔlnRECIt 0.111546** 2.103489 0.0421 − 0.024167** − 2.274716 0.0290 
lnGDPt − 0.075066* − 1.789651 0.0852 2.381333*** 2.826100 0.0076 
lnGDP2

t 
0.250201*** 11.15315 0.0000 − 1.386385*** − 3.392988 0.0017 

lnBSDt 0.020089*** 8.477826 0.0000 − 0.008496* − 1.916308 0.0633 
lnRECIt 0.014157*** 3.037727 0.0054 − 0.097235*** − 5.144025 0.0000 
ECTt− 1 − 0.778515*** − 8.557532 0.0000 − 0.248546*** − 5.501106 0.0000 

Note: *, ** and *** symbolize significances at “1%,5%, and 10%” levels. 
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demonstrate that the GDP has a positive effect on CO2 emissions. A 1% rise in GDP in Germany is accompanied by a 0.962% increase in 
CO2 emissions in the short term and a 2.381% increase in the long term. In contrast, the outcomes demonstrate that GD P2 is negative 
and significantly correlated with CO2 emissions in the short- and long-term. A 1% increase in GD P2 in Germany is accompanied by a 
0.344% and 1.386% decrease in CO2 emissions in the short- and long-term. The findings also indicate a positive correlation between 
REC and CO2, indicating that a 1% increase in REC decreases CO2 emissions in Germany by 0.024% and 0.097% in the short and long 
terms, respectively. The findings from FMOLS and CCR approaches also confirm that BSD and REC have a negative and significant 
effect on Germany’s CO2 emissions (Tables 9 and 10), and GDP increases the level of CO2 emissions in Germany. 

To confirm the findings of models 1 and 2, we employ two additional models to assess the impact of REC, GDP, GD P2 and the 
banking sector on the LCF and CO2 emissions. In these models, we use the proportion of private credit in the savings and loan banking 
sector in Germany’s GDP to measure the sector’s development. The findings of models 3 and 4 (Table 7) confirm that GDP has an 
adverse impact on ecological quality, while GD P2 has a positive impact on ecological quality in the short- and long-term. The findings 
also confirm the positive influence of REC in promoting ecological sustainability in the country. The main results in models 3 and 4 also 
demonstrate that banking-sector development has a positive influence in promoting environmental sustainability. We confirm the 
significant role of banking-sector development in ecological sustainability in Germany. ECTt− 1 indicates that the production functions 
move to a longer term equilibrium, with speeds of 77.85%, 24.85%, 90.77% and 58.53% from short-to long-term in the estimated 
models. 

We apply some diagnostic tests to ensure the stability of the models employed in this study. The diagnostic assessment results are 
presented in Table 8. The results of the heteroscedasticity test (B− X) confirm that no serial auto-correlation exists in the models. The 
normality test (N− X) also indicates that the models have a normal distribution and the Ramsey RESET test (R− X) confirms that the 
models are statistically stable. The CUSUM and CUSUM-squared assessments are presented in Fig. 4, and the blue line falls between the 
red presented lines, indicating that the models are formulated correctly. 

Granger causality analysis is presented in Table 11. The results reveal a unidirectional causal link from GDP to the LCF and from 
GDP2 to the LCF, also confirming a causal association from REC to the LCF. In addition, we find a unidirectional causal link from GDP, 

Table 7 
ARDL testing results from Model 3, and 4.   

Variables 
Model 3 (LCF, GDP, GD P2, PC, REC) Model 4 (CO2, GDP, GD P2, PC, REC) 

Coefficient t-stat P-value Coefficient t-stat P-value 

ΔlnGDPt − 1.466432*** − 5.576416 0.0000 0.668805*** 3.165448 0.0037 
ΔlnGDP2

t 
0.298291*** 2.752801 0.0091 − 0.457240*** − 4.314123 0.0002 

ΔlnBSDt 0.205396** 2.475810 0.0180 − 0.181565* − 1.813356 0.0805 
ΔlnRECIt 0.042675* 1.922595 0.0623 − 0.033928* − 2.022325 0.0528 
lnGDPt − 0.290029*** − 3.065715 0.0040 1.142668*** 12.15172 0.0000 
lnGDP2

t 
0.328588*** 8.454579 0.0000 − 0.781205*** − 15.34911 0.0000 

lnBSDt 0.226258*** 6.942216 0.0000 − 0.025990** − 1.864554 0.0728 
lnRECIt 0.047009*** 5.582704 0.0000 − 0.057967*** − 15.83423 0.0000 
ECTt− 1 − 0.90779*** − 9.684217 0.0000 − 0.585301*** − 9.078496 0.0000 

*, ** and *** symbolize significances at “1,5,10” percents. 
Source: Authors’ calculation. 

Table 8 
Diagnostic tests findings.   

Model 1 Model 2 Model 3 Model 4 

Tests F-statistics p-value F-statistics p-value F-statistics p-value F-statistics p-value 
Ramsey 0.437 0.665 1.145 0.152 0.589 0.558 0.338 0.737 
Heteroskedasticity 0.878 0.601 0.716 0.690 1.109 0.379 0.791 0.670 
ARCH 0.718 0.401 0.039 0.842 2.198 0.145 0.311 0.579 
Normality 0.441 0.802 1.650 0.438 0.041 0.979 1.102 0.576  

Table 9 
Findings of FMOLS approach.   

Model 1 Model 2 Model 3 Model 4 

Coefficient Coefficient Coefficient Coefficient 

lnGDPt − 0.983232* 1.595014*** − 0.604520*** 0.080078*** 
lnGDP2

t 
0.429619* − 0.680742** 0.514814*** − 0.214748*** 

lnBSDt 0.039623*** − 0.034342** – – 
lnPCt – – 0.191813* − 0.014284* 
lnRECt 0.125278*** − 0.197322*** 0.033918*** − 0.050178*** 

Note: *, ** and *** symbolizes significances at “1%, 5%, and 10%, respectively.” 
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GDP2 to CO2, from BSD to CO2 and from REC to CO2. These findings confirm the significant connection between Germany’s REC, 
banking-sector development, economic growth and environmental quality. 

5. Findings and discussion 

This study investigates the correlations between banking-sector development, REC, economic growth, and ecological quality in 
Germany, filling the research gap by evaluating the impact of banking development variables on CO2 emissions and the LCF in 
Germany. We also employ the novel bootstrap ARDL approach proposed by McNown et al. [65]. The findings reveal that GDP in 
Germany positively affected environmental pollution from 1972 to 2021, while GDP2 affected environmental pollution negatively, 
confirming that the EKC framework is valid in the tested country, indicating that an increase in GDP will lead to an initial rise in 
environmental pollution in the early stage of economic development, and will later have a significant role in promoting ecological 
sustainability. These outcomes align with [17] who demonstrated a positive link between real output and the LCF in Indonesia, and 
[52] who revealed the positive correlation between GDP and CO2 emissions in some selected counties in Germany. In contrast, the 
findings contradict [67], who used annual data from 1970 to 2019, finding that the EKC approach is only accepted in some tested 
countries. 

This study finds that REC in Germany has a positive influence on promoting ecological quality. This result aligns with critical 
statistics provided by Ref. [68], who suggested that REC has a powerful impact on reinforcing the LCF. In contrast, the findings 
contradict [33], who used the ARDL approach and determined that REC has no significant effects on LCF in France. These findings 
could be explained by Germany’s continuous improvement of environmental quality by introducing and heavily relying on renewable 
energy sources rather than fossil fuels and ratcheting renewable energy sources to an approximate 45% share. 2020 is considered a 
banner year for Germany in terms of high-renewable energy production of approximately 45% and lowering CO2 emissions to 42% in 
comparison to 1990. Another critical concern in achieving environmental quality is economic development. Germany has committed 
itself to producing sustainable energy sources, accelerating the nation’s energy policy to advance the transition to renewable forms, 
which is crucial to produce clean electricity in the contemporary world. 

Our findings also reveal that the banking sector negatively influences environmental degradation in Germany, mirroring [58] who 
asserted that banking development significantly influences the level of CO2 emissions in Turkey. Conversely, the results contradict [69] 
who suggested that financial expansion has a significant negative impact on the LCF in the US, arguing that the financial system might 
expand finance channels, which increases energy consumption. Hence, increase energy utilisation and resultantly cause a significant 
impact on CO2 emissions. In contrast, our study suggests that the banking sector may support ecological sustainability by supporting 
R&D investment and development of advanced technologies that increase the use of green energy sources. This can be achieved by 
strategically developing green finance structures in the banking sector such as reserves of loan loss or green loan guarantees, low-risk 
green investments for firms, more capital to flow and promote advanced clean technologies and green projects and offering low 
financing costs for projects that support and use green energy sources. Hence, introducing more green regulations in the banking sector 
will promote environmental sustainability. In contrast, the absence of green regulations in this sector will adversely affect ecological 
sustainability, increasing high-pollution projects and investments. 

This present study indicates that banking development in Germany has a positive influence on promoting green energy and 
technological innovation. These results are attributable to continuous positive improvement in Germany’s banking sector from 1974 to 
2021. In this context, the total credit from the banks in Germany to the overall market as a share of GDP in 2018 was roughly seven 
times higher than the GDP value in 1990. Furthermore, the country’s CO2 emissions declined significantly in the past few years, and 
Germany’s banking sector is confirmed to be an active player in advancing the energy shift from non-renewable to renewable energy 
sources. Therefore, Germany’s banking sector actively participating in advancing the nation’s low-carbon and high-renewable energy 
by providing funds for green energy projects and investments. The outcomes of this study provide significant insights for German 
policymakers to advance the sustainable banking sector by diversifying its energy approach and promoting green policies in invest
ment. We recommend that the German government leverage banking-sector growth to enhance investment in clean energy to reach the 
target of zero CO2 emissions by 2045. The findings of the study indicate that Germany should diversify its energy finance formula by 
promoting more green energy sources. Furthermore, the findings provide a clear indication for countries with low environmental 
quality to expand banking sectors to decrease fossil fuel energy generation and increase renewable energy generation to improve 
environmental quality. 

Table 10 
Findings of CCR approach.   

Model 1 Model 2 Model 3 Model 4 

Coefficient Coefficient Coefficient Coefficient 

lnGDPt − 0.929186*** 1.184422*** − 0.622565*** 0.079376*** 
lnGDP2

t 
0.910567*** − 0.979269*** 0.523145*** − 0.177114*** 

lnBSDt 0.125310*** − 0.067994*** – – 
lnPCt – – 0.189009*** − 0.030981*** 
lnRECt 0.025663* − 0.130348*** 0.033995* − 0.066191*** 

Note: *, ** and *** symbolizes significances at “1%, 5%, and 10%, respectively.” 
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Fig. 4. CUSUM and CUSUM square tests for models 1, 2, 3 and 4.  
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6. Conclusions and policy implications 

6.1. Conclusions 

Energy and ecological research have widely assessed the correlations between energy, economic growth, financial development 
and CO2 emissions, with most empirical studies using CO2 and EF to measure ecological quality. Recently, some empirical studies [34, 
42,64,65] have used the LCF as an indicator to capture ecological quality; however, no research has assessed banking development and 
environmental quality using the LCF as a proxy for ecological neutrality. By doing so, this study presents novel evidence testing the 
impact of banking development on the LCF from 1972 to 2021. To the best of the author’s knowledge, this is the first study to reveal the 
impact of banking development on the LCF, employing ZA and PV unit root tests to evaluate unit roots. In addition, this study provides 
robust empirical findings on the correlation between the selected variables by employing advanced testing techniques, including the 
novel bootstrap ARD method to capture the correlations between the variables explored. Moreover, we use FMOLS and CCR models for 
robustness tests and Granger causality analysis to evaluate the causal links among the selected variables. 

The study’s findings demonstrate that renewable energy positively enhances the LCF and mitigates CO2 emissions. In addition, GDP 
negatively affects environmental quality, while square GDP positively affects environmental quality, indicating that the EKC frame
work is accepted in the case of Germany using two environmental proxies of LCF and CO2 emissions. The findings show that economic 
development activities initially increase ecological pollution, and this development will later move towards the service sector and 
promote cleaner economic activities, subsequently mitigating the level of ecological pollution. The primary finding of this study re
veals a positive association between banking development and the LCF and a negative link between banking development and CO2 
emissions in Germany. These findings demonstrate that the banking sector in Germany has a positive role in promoting ecological 
sustainability, findings suggesting that the finance sector can promote environmentally friendly applications, increasing the propor
tion of renewable energy projects. Another notable implication is that financial incentives from the banking sector significantly impact 
green investment through provisions such as low-interest rates on green energy projects may mitigate the country’s ecological 
pollution. 

6.2. Policy implications 

The findings obtained by analysing selected panel data demonstrate that banking development and REC enhance ecological quality, 
whereas economics lower ecological quality. Based on the results, the study identifies three policy implications for German 
policymakers. 

First, the primary conclusion of the study is that it will be challenging for the country to meet zero carbon targets in 2045 if the 
banking sector is not included in the ecological strategies. These strategies must be supported by a green energy transition plan to guide 
the people and economy towards greater sustainability. For these strategies to be effective, the banking sector and government pol
icymakers must collaboratively implement and supervise this transition by continuously evaluating the impact of banking regulations 
and policies on ecological sustainability. German policymakers must promote investment in green projects and restrict polluting 
technologies and projects using finance channels. In this context, the banking sector can significantly influence Germany’s ecological 
quality. Policymakers concerned with this sector must introduce new upgraded finance mechanisms to promote green projects. For 
instance, the banking industry can be required to determine the degree of environmental risk in any funding assessment. Additionally, 
lower interest rates can be provided for green investments. 

Table 11 
Pairwise Granger causality analysis.   

Model 1  Model 2 

Path of causality F-Statistic P value Path of causality F-Statistic P value 

GDP ➔LCF 7.51440 0.000 GDP➔CO2 2.48276 0.095 
LCF ➔GDP 1.53249 0.220 CO2➔GDP 0.64936 0.527 
GD P2 ➔LCF 3.75577 0.018 GD P2 ➔ CO2 5.74641 0.006 
LCF ➔ GD P2 1.98532 0.131 CO2➔ GD P2 1.67162 0.199 
BSD➔LCF 0.39699 0.755 BSD➔ CO2 12.7653 0.000 
LCF ➔BSD 0.23447 0.871 CO2➔BSD 0.14969 0.861 
REC➔LCF 3.99858 0.014 REC➔ CO2 3.16653 0.052 
LCF ➔REC 0.58067 0.631 CO2➔REC 1.65537 0.203  

Model 3  Model 4 

GDP➔LCF 7.51440 0.000 GDP➔ CO2 2.48276 0.095 
LCF ➔GDP 1.53249 0.220 CO2➔GDP 0.64936 0.527 
GD P2 ➔LCF 3.75577 0.018 GD P2 ➔ CO2 5.74641 0.006 
LCF ➔ GD P2 1.98532 0.131 CO2➔ GD P2 1.67162 0.199 
PC➔LCF 0.47829 0.699 PC➔ CO2 0.29065 0.749 
LCF ➔PC 0.75074 0.528 CO2➔PC 1.41441 0.254 
REC➔LCF 0.58067 0.631 REC➔ CO2 4.74371 0.013 
LCF ➔REC 3.99858 0.014 CO2➔REC 0.74802 0.479  
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First, policymakers must prioritise policies to reduce ecological pollution, establishing regulations to reinforce energy efficiencies 
and green energy production and consumption. Policymakers must design strategies to increase green energy and lower CO2 emissions 
in Germany. This could be accomplished by incorporating strategic policies such as carbon tax laws and boosting household and 
investors’ ability to incorporate green energy use in household activities and investments. To support these activities, policymakers 
must establish a congenial environment that provides access to clean energy and prospects for green investment to household con
sumers and investors. This growth could also be fostered by removing barriers to investments and trades in green energy sources and 
reducing tensions between investors and municipal authorities. Ensuring robust investments in renewable energy sources to enable 
widespread clean energy consumption is the only way to advance this goal. 

Finally, German government must pay close attention to ecological considerations and regulations in economic growth to enhance 
environmental sustainability and achieve sustainable economic growth and the United Nations 2030 agenda for sustainable 
development. 

6.3. Limitations and future research direction 

This research has some limitations. First, we focused only on Germany. For this reason, future empirical studies can apply our 
model to panel data such as G7 and BRICS economies. Second, we consider an index that includes proxies of savings and loan banks’ 
private credit to GDP, banks’ financial assets to GDP (%) and banks’ liquid liabilities as a share of GDP to measure the influence of 
banking-sector development using PCA. Future empirical studies can employ other variables such as total assets to capture the impact 
of banking development on ecological sustainability. Third, we employed bootstrap ARDL to capture the correlations between the 
selected variables. Future research can adopt other models and techniques, such as the method of moments quantile regression and 
nonlinear ARDL to provide novel empirical evidence on the banking sector–environment linkage. Finally, we used data sets from 1972 
to 2021 to investigate the correlations among the tested variables due to data availability limitations, particularly in terms of the LCF; 
therefore, future studies can use updated data to test other economic variables on the LCF to provide fresh empirical results on the 
associated determinants. 
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Appendix  

Table A1 
Principal component analysis for Banking Sector Development Index (BSD)  

Principal component Eigen-value Proportion Cumulative 

Comp1 1.80606 0.6020 0.6020 
Comp2 1.00125 0.3338 0.9358 
Comp3 0.19269 0.0642 1 

BSD Indicators/components Comp1 Comp2 Comp3 

Private credit by deposit money banks as a % of GDP 0.6996 0.1479 − 0.6991 
Deposit money banks’ assets as a share of GDP 0.7074 − 0.0051 0.7068 
Liquid liabilities as a share of GDP − 0.1010 0.9890 0.1081  
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