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A B S T R A C T   

Starting from drug discovery, through research and development, to clinical trials and FDA approval, artificial 
intelligence (AI) plays a vital role in planning, developing, assessing modelling, and optimization of product 
attributes. In recent decades, machine-learning algorithms integrated into artificial neural networks, neuro-fuzzy 
logic and decision trees have been applied to tremendous domains related to drug formulation development. 
Optimized formulations were transformed from lab to market based on optimized properties derived from AI 
Technologies. Research and development in pharmaceutical industry rely upon computer-driven equipment and 
machine learning technology to extract data, perform simulations, modelling, and optimization to get optimum 
solutions. Merging AI technologies in various steps of pharmaceutical manufacture is a major challenge due to 
lack of in-house technologies. In silico studies based on artificial intelligence are widely applied as effective tools 
to screen the market needs of medications and pharmaceutical services through inspecting scientific literature 
and prioritizing medicines for specific illnesses or a particular patient. Specialized personnel who excel in sci-
entific and data science with analytical knowledge are essential for transformation to smart manufacturing and 
offering services. However, privacy, cybersecurity, AI-dependent unemployment, and ownership rights of AI 
technologies require proper regulations to gain the benefits and minimize the drawbacks.   

1. Introduction 

Discovering and identifying new drug candidates is a continuously 
growing process which takes relatively long time with average of ±10 
years and a capital of approximately 2.6 Billion dollars worldwide 
(DiMasi et al., 2016). Recently, AI has been applied to all disciplines and 
in all daily life activities. In a matter of a second, it can extract scientific 
knowledge from literature, then the extracted data is used by numerous 
end users in various fields including publishers, researchers, large 
companies, and the media. AI processes including data mining, 
modeling and optimization based on machine-learning algorithms in the 
form of artificial neural networks, neuro-fuzzy logic and decision trees 
have been applied to numerous domains in the medical literature (Zia 
et al., 2022). Connections of equipment such as computers, machines 
and smart appliances operated with software and mounted with sensors 
are generally known as the internet of things (IoTs) (Lee, 2019). These 
complicated systems when employed in industry are capable of not only 
deep machine learning, real time process monitoring, but also correction 

of errors and optimization of working conditions to achieve high-quality 
products. Complicated domains of scientific data in pharmaceutical in-
dustry and pharmaceutical research inevitably necessitate application of 
AI to help decision-makers in data analysis, filtration, expedite the 
design and implementation of experiments, select optimum models and 
predict process outcomes (Henstock, 2019). Investments in the compu-
tational technologies such as simulation and modelling applied in the 
field of drug discovery and development are expected to strongly sup-
port drug research and innovation leading to emergence of new drug 
molecules (Kiriiri et al., 2020). Similarly, pharmaceutical services either 
in the clinical settings or community practice are recently showing great 
advancement by applying AI-technologies such as automated dispensing 
cabinets or robotic drug dispensing systems (e.g. Pyxis, Omnicell) that 
offers reduced medication errors and provides sufficient time for phar-
macists to counsel patients appropriately (Jumeau et al., 2021). Appli-
cations of AI technologies in pre and post marketing of pharmaceutical 
products including regular medicines and vaccines have been success-
fully employed in pharmacovigilance programs in many countries. For 
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example in China, special laboratories for pharmacovigilance research 
and evaluation were established and connected to pharmacovigilance 
information technology and data science innovation Center at Tsinghua 
University for proper control and management of pharmacovigilance 
data (Song et al., 2023). 

In the field of clinical trials, AI technologies are finding their way 
into the design and implementation of adequately controlled and suc-
cessful clinical trials, especially for oncology and cardiovascular medi-
cines. However, challenges facing this sector includes lack of regulatory 
authorities guidance and other ethical issues such as bias and errors still 
need to be addressed (Askin et al., 2023). For pharmaceutical products 
marketing and supply chain management, AI technology became a basic 
tool for studying products shortage and inventories management. 
However, advanced data analytics need to be applied in complicated 
drug marketing management and stock control situations such as pan-
demics and other drug shortage crises to reach appropriate forecasting 
of market need (Nguyen et al., 2022). 

This review discusses various sectors of pharmaceutical manufac-
ture, pharmacy practice and pharmaceutical care in which AI- 
technologies are applied in to explore strengths and weaknesses of the 
new techniques with suggestions for solutions to tackle the emerging 
challenges and maximize the net benefits. 

2. Application of AI 

2.1. Applications in medical and pharmaceutical education 

The presence of medical experts that have sufficient knowledge and 
expertise in data science and analysis, modelling, optimization and 
various in silico techniques will help in better exploitation of informa-
tion and finding solutions for encountered problems. Starting from re-
searchers’ education and training on new emerging technologies based 
on AI will undoubtedly fill the gap between pharma companies and the 
high technology enterprises. Searching literature through Publishers’ 
databases for diagnosis and treatment of infectious diseases such as 
COVID 19 as an example has increased in the last 5 years by researchers 
in academia and pharmaceutical industry (Hulsen, 2021). Hundreds of 
millions of articles, abstracts and patent files can be searched, integrated 
and valuable data can be extracted using AI software applications. 
Numerous hypotheses of cause-effect relationships could be made, and 
outcomes could be easily predicted. 

2.2. Prioritizing medicines for specific illnesses 

The partnership between the large multinational pharmaceutical 
company Pfizer Incorp. and the giant of AI technology IBM Whatson 
Health is a live example for expanding investment in AI technologies to 
foster drug development (Russo-Spena et al., 2019). 

If applied correctly in pharmaceutical manufacture, AI would even-
tually reduce costs and demolish the time of drug discovery. It will also 
expedite the experimental part, predict side effects and potential toxicity 
as well as facilitating clinical trials leading to shorter product life-cycle 
(Agrawal, 2018). Personalized drug delivery systems (PDDs) have 
recently been developed for specific patients suffering from unique ill-
nesses related to their genetic characteristics such as certain types of 
cancer, metabolic disorders, and other inherited diseases. Using digital 
tools can be the ideal solution for such personal disease conditions 
(Raijada et al., 2021). 

2.3. Technologies used in prediction of drug-drug and drug-disease 
interactions 

Many AI models have been proposed to solve problems in different 
domains including the medical and pharmaceutical fields (Fig. 1), most 
of which are based on machine learning principles (MLP). The most 
recent proposed models are capable of both problem solving and 

decision making using seven layers and customized to various machine 
learning algorithms (Wu and Bouvry, 2023). 

AI technologies are recently applied in what is called personalized 
medicine. In this technique patients’ diagnosed with the same illness or 
disease such as cancer, are treated differently based on their disease 
history, cause, lifestyle, age and genetics (Johnson et al., 2021). The 
extent of drug efficacy in some people being higher than others is also 
linked to personal pharmacodynamics and drug pharmacokinetics. 
Therefore, linking these together can create invaluable cause-effect in-
formation and make use of data records in hospitals and clinics which 
can be mined when necessary to figure out the underlying causes and 
propose solutions for similar medical problems. Machine learning is 
classified into three main categories, supervised, unsupervised and 
reinforced learning (Pouyanfar et al., 2018) as described in Fig. 2. In 
supervised learning, the data set is divided into two categories, one for 
training and one for testing and network is trained on full examples of 
inputs and outputs data records. Unsupervised learning on the contrary, 
has no pretraining on records containing outputs. In reinforcement 
learning, the network learns from its own actions and rewards and is 
used to solve problems needing sequential decisions. There are three 
main types of algorithms that are widely applied in building models 
from complex domain data and making predictions. First, include the 
Naïve Bayesian (NB) which detects uncertainty in data based on prob-
abilities of outcomes and characterized by being suitable for high noise 
and small number of data records. Second, artificial neural networks 
(ANN) which are widely used in the medical and pharmaceutical field 
and characterized by being flexible and dynamic where it can be 
updated continuously with new data (Chen et al., 2020a). Third, the 
support vector machines (SVM) which is characterized by high capa-
bility and accuracy in dealing with classification and predictions of 
executed nonlinear data. SVM is widely implemented in drug design and 
discovery applications for simulated screening and prediction of phar-
macological activities (Maltarollo et al., 2019). Numerous searchable 
databases are available for extraction and prediction of drug-drug in-
teractions and adverse effects using AI technology. These include - 
DrugBank, Drug-drug interactions (DDI) Extraction 2013 corpus, Side 
effect resource (SEDR), FDA Adverse Event Reporting system (FAERS) 
and Medline are all used for predicting interactions and adverse drug 
reactions from huge biomedical and pharmacological data (Qiu et al., 
2021). 

Fig. 1. Machine Learning activities in the medical and pharmaceutical field.  
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2.4. Applications of AI during formulation design and optimization 

Different software programs based on AI are being used in the design 
and optimization of pharmaceutical formulations. These were devel-
oped following the theory of quality by design first established by Dr. 
Joseph M Juran (Juran and by Design, 1992) that focuses on planning 
quality in products and services through creation of features necessary 
to achieve customer satisfaction. Goals are achieved through three 
major axes, the preset objectives, understanding product and process 
parameters, and control of quality using scientific approach and risk 
management. There are four basic goals of QbD in the pharmaceutical 
industry that aim at maximizing benefits and achievements. These 
include product quality specifications, process capability (product and 
process design, understanding and control), product development, risk 
analysis and change management (Yu et al., 2014). The American Food 
and Drug Administration (FDA) adopted the QbD and process analytical 
technology (PAT) as tools for optimization of method and product 
critical characteristics (Fig. 3) during development stages to minimize 
failure and support high product quality attributes (Murphy et al., 
2016). To achieve the second goal (product and process design), several 
widely used applications based on quality by design are applied and 
collectively known as design of experiment (DoE). These include; 
factorial design, central composite design, Box Behnken design which 
are based on mathematical modeling and statistical evaluations of the 

created model prediction co-efficient (Rakić et al., 2014). Other opti-
mization techniques for modeling and predictions are based on artificial 
neural networks and characterized by better predictions of complex 
domains showing non-linear relationships between variables than the 
multiple linear regression techniques (Koletti et al., 2020). Integrating 
QbD, PAT and other predictive tools is quite challenging in pharma-
ceutical process design and optimization and requires high-level tech-
nology and experienced personnel to apply them effectively. 

Applications of experimental design methodology are diverse, 
including chemometric approaches for method development based on 
QbD such as those used in separation of complex mixtures using liquid 
chromatography (Cela et al., 2013). The technique enables researchers 
to model system behavior using mathematical quadratic equations fol-
lowed by optimization of the process through searching the model for 
the best solution of the problem under test. 

In many modeling experiments, the central composite design proved 
to be the best mathematical and statistical model-generating design by 
which critical independent factors and their interactions can be accu-
rately determined. 

Artificial neural networks are more capable of doing modeling, 
optimization and when linked to fuzzy logic can help in optimization, 
prediction and decision making in what is called Design expert systems 
(Mukherjee and Deshpande, 1995). Decision making performed by fuzzy 
logic rule is based on previous knowledge of relations between variables 
and converting to linguistic variables and formulating the If-Then 
function. ANNs are capable of deep learning through associated algo-
rithms and are classified into three main categories that can be super-
vised or unsupervised: the multilayer perceptron networks (MLP), 
recurrent neural networks (RNNs) and the convolutional neural net-
works (CNNs). The most efficient and recent type is the CNNs which are 
characterized by being a dynamic system with the ability to deal with 
complex domains in pattern recognition, systems modeling and signal 
propagation (Paul et al., 2021). 

2.5. AI real-time applications in pharmaceutical process monitoring and 
control 

For new developmental processes in the life-cycle of pharmaceutical 
products, the regulatory authorities such as food and drug administra-
tion (FDA) and the European Medicines Agency (EMA) require quality 
by design and process analytical technology (PAT) approved designs as 
per the ICH 2004 guidelines (Zobel-Roos et al., 2019). Recent advances 
in biotechnology-based manufacturing such as biomolecules, proteins, 
vaccines, and peptides necessitate optimization of the development 
process and place large controls on the inherently multivariate product 

Fig. 2. Machine Learning Classification.  

Fig. 3. Integration of quality by design (QbD) and PAT into process and 
product cycle. 
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and process characteristics. Modeling of developmental processes 
involving large biological molecules seems to be a complex and multi-
functional approach that needs to be looked at as a sole use technology 
for each specific molecule. However, long term sustainable development 
of biologic manufacture needs to be manipulated by dedicated facilities 
and special modeling techniques and for gaining the benefit of both 
sustainable development and reduction of costs and hazards (Zobel-Roos 
et al., 2017). A clear, well-established and fully understood workflow of 
manufacturing steps including; process development, piloting, engi-
neering, process controls and manufacturing operations are strongly 
needed before setting a multistep modeling technique for large scale 
biopharmaceutical production to achieve the required benefits (Kroll 
et al., 2017). During life cycle of the product, multiscale modeling in-
cludes molecular modeling for drug discovery, drug-target interactions, 
pharmacokinetic simulations, design of experiments, cost modeling, 
advanced process control and process analytical technologies, and fluid 
dynamics for engineering and production (Zobel-Roos et al., 2019). 
Being complicated systems, experience-based, high cost makes appli-
cation of such technologies a big challenge to small or intermediate 
pharmaceutical corporations. Currently, many PAT tools are used for 
monitoring and control of various pharmaceutical unit operations such 
as solid mixing, granulation, tableting and coating. These tools include 
nondestructive analytical techniques such as Near Infra-red spectros-
copy (NIRS), Raman Spectroscopy, hyperspectral imaging and mass 
spectrometry that are capable of providing continuous verification of 
intermediate product quality attributes (Kim et al., 2021). 

3. Virtual models for formulation design and production 

Examples of efficient models that mimics the original product life- 
cycle in a virtual theme is often called a digital twin and is looked at 
as the model that can be used to recreate the process design, engineering 
and production in the same way as that of original real-time production 
(Chen et al., 2020b). The whole pharmaceutical manufacturing industry 
is now shifting to fully digitalization by virtue of recent advancements in 
artificial intelligence to increase efficiency and productivity of this vital 
economic sector (Tao et al., 2018). 

The term Industry 4.0 is defined in the literature as the integration 

between real-time pharmaceutical production systems and the infor-
mation technology systems leading to fully digital or smart 
manufacturing. This can be achieved through application of different IT 
technologies including cyber-physical systems which enabled digital 
process monitoring and control, risk management leading to saving time 
and costs plus maximizing productivity (Dalenogare et al., 2018). There 
is general agreement on the Digital twin and Industry 4.0 technologies 
by all leading pharmaceutical companies in the world and there is great 
coincidence of their aims with FDA and ICH guidelines set for high 
quality products. Technologies such as Pharma 4 enable production of a 
well-controlled manufacturing strategy and operational models 
strengthened by PAT and QbD (Hariry et al., 2022). It integrates the use 
of the internet of things, advanced process monitoring and control using 
sensors into a completely digital cyber physical system (Wasalathanthri 
et al., 2020). A detailed structure of the digital twin includes three 
components, the physical product, the virtual product, and the 
Communication system in-between. Data received from the physical 
product includes critical process parameters data obtained directly from 
the linked equipment, and data on product critical quality attributes 
obtained through attached sensors (Fig. 4). The collected information 
from virtual products is stored on a cloud platform and used as a source 
for the virtual product where modeling, optimization and predictions 
can be conducted. Simultaneous comparisons between real-time simu-
lations and physical processes can be monitored and investigated 
through the communication platform interface. Examples of modeling 
software used for the virtual product includes MATLAB, Aspen-ONE and 
STAR-CCM (Khawaja and Scott, 2011, Arrieta, 2019). These powerful 
computing systems can do multitasks including discovery of data pat-
terns, track performance, identify potential problems and suggest 
corrective actions in a user interactive mode. The communication 
interface between the virtual and physical sections of the digital twin 
framework is composed of large capacity clouds that can be used for 
storage, visualization, analysis, integration, and management of data in 
a fully digitalized system (Tao et al., 2020). 

Fig. 4. Connections of real-time process monitoring and virtual components of digital twins.  
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3.1. Applications of digital twin technology in the medical field and 
pharmacy practice 

Digital twin (DT) framework technologies were applied in many 
fields including finance, product engineering, automotive transport, and 
aerospace. In the healthcare sector DT are applied successfully in 
training programs for healthcare practitioners as in simulated patients 
and simulated surgical operations. It has been also applied in testing of 
drugs’ pharmacokinetic/pharmacodynamic behavior using modeling 
and simulation applications (Tao et al., 2018) and applications 
addressing the public health of populations (Bruynseels et al., 2018). 
Another example is the treatment of rare diseases using new AI- 
suggested remedies which are based on individual responses to drugs 
and specific patient characteristics such as genetics and analytics ob-
tained from historical data (Vermesan and Ovidiu, 2021). Automated 
Pharmacy practice in medication dispensing, inventory and supply 
chain management either in hospital or community pharmacy has been 
applied widely to gain more benefits such as reducing service time, 
minimization of dispensing errors and maximization of business return 
(Mathy et al., 2020). The role of pharmacists in healthcare services has 
been expanded in the last 5 years, new tasks such as vaccine adminis-
tration, testing patients’ samples for COVID 19, counselling on types of 
vaccines and their efficacy. AI-based applications helped pharmacists in 
counselling and provided accurate, Error-free data on medications, side 
effects, interactions, and specific patients, through automated platforms 
for medication use. Automated pharmacy can provide huge amounts of 
data that can serve public health planning and management as well as 
financial control on investments. (Al Meslamani, 2023). However, 
extensive training of new pharmacists on using these techniques is 
needed either during their undergraduate field training, apprenticeship 
or early carrier periods. 

3.2. Applications in drug development and approval of new drug entities 

Innovative technologies of modelling and simulation of biological 
processes such as physiologically based pharmacokinetic (PBPK) have 
been used extensively in the last decade to predict drug pharmacoki-
netics from knowledge of specific patient physiology and drug charac-
teristics. This tool enabled regulating authorities making the right 
decisions related to accepting or modifying new drug registrations and 
the stages of clinical trials, and even clinical study designs (Zhao et al., 
2011). Physiologically based pharmacokinetic (PBPK) modeling was 
applied widely in predicting drug toxicity and determination of drug 
concentrations in various tissues using animal data integrated with in- 
vitro and computational models. This technique has led to valuable 
saving in processing time, resources and reduced the dependency on 
animals in the preliminary studies. It enabled making of multiple solu-
tions or comparisons for the same treatment using various routes of 
administration, different forms of the active pharmaceutical ingredient, 
distribution in different tissues, metabolism and elimination by several 
compartments (Fisher et al., 2018). These in silico techniques are 
invaluable for expediting preclinical research and provide comprehen-
sive data for personalized medicines based on individualized pharma-
cokinetic and pharmacodynamic studies. However, software availability 
and experienced researchers are two major challenges for expanding this 
kind of technology to reach most of the pharma groups. Deep learning 
algorithms were recently applied in diagnosis and individualized psy-
chiatric medical treatments using pharmacogenomic, neuroimaging, 
and gene-environment interaction complex data (Lin et al., 2020). More 
interestingly and fast growing is the development of monoclonal anti-
bodies for treating cancer and immunological diseases. Molecular dy-
namics and Computational techniques based on simulation and 
modeling of antibodies’ structure, sequencing and target interactions 
have been applied to achieve high antibody target specificity, binding 
affinity and reduce immunogenicity. Huge databases such as protein 
data bank (PDB) and antibody structural database (SAbDab) are used to 

search antibody structure and properties for specific targeted therapy 
(Kim et al., 2023). 

3.3. Artificial intelligence during post-manufacture and marketing stage 

Besides drug discovery and development, drug marketing and dis-
tribution are two areas where AI is widely used, and its benefits far 
exceed the cost of the applied technology. Most medium and large 
pharmaceutical companies are relying on AI technology in maximizing 
profits and minimizing costs and time for product manufactures. In 
marketing and distribution stages, data on product characteristics, sales, 
customers, report analysis and human resources, ongoing quality and 
stability studies are all managed by AI software programs. Small phar-
maceutical companies are achieving great interest in business trans-
formation through adopting AI in all its processes starting from research 
and development, through production and marketing (Kulkov, 2021). 
Applications of AI are extended to address market forecasting and link 
sales to the success of marketing channels, market needs, drug shortages 
in pandemics and disease crises, and sales prediction. Additionally, 
evaluation of performance of medical representatives and impacts of 
their activities on the sales are among the benefits of newly developed 
smart AI solutions for human resources. Raw material as well as phar-
maceutical products storage and distribution are also transformed to 
smart processes through digitalized warehousing operated by applica-
tion of programmed robotics in large companies. Finally, to achieve safe 
and proficient drug supply chains, companies are shifting to the use of 
recent AI-based blockchain technology which enables smart and secure 
independent data management (Xu et al., 2023). 

Pharmacovigilance studies performed on marketed products are also 
under modernization using advanced AI technology to track adverse 
drug reactions rapidly and concisely avoiding bias due to human errors. 
Skills required by pharmacists working in this area include data analysis 
and interpretation in addition to scientific medicinal knowledge. 

3.4. Challenges to transformation to smart pharmaceutical manufacture 

Many technical hurdles and challenges exist that hinder wider use 
and integration of digital twin technology. These include, huge data 
storage and classification, time needed for system maintenance and 
update, variable properties and capabilities of modeling and data 
transfer applications, lagging between physical and virtual process 
comparisons in real-time analyses. In addition, data security and lack of 
trained specialists in data science and technology plus inflated cost of 
virtual modeling applications make switching to fully integrated DT, 
remain as challenges to most of small to medium pharmaceutical facil-
ities. Big data with multidimensions is a big challenge to data analysts, 
therefore new advanced technologies that can reduce the dimensions 
and make data usable for model training through preprocessing are 
essential solutions for such challenges. Ensemble techniques such as 
“Random Forest” are methods used to search the data domain for pu-
rification and detection of the features in data leading to improved 
machine learning, model generation and prediction. The random forest 
model is a collection of several decision trees that takes the average of 
results from all trees (Nabipour et al., 2020). The added value of 
ensemble methods is their capability to combine more than one machine 
learning model into one powerful model with reduced bias, variance and 
improved predictions (Krishnaveni et al., 2021). Several additional 
challenges to transformation to smart manufacturing and processing 
includes fear of job losses and emerging system errors as well as 
cybersecurity. AI technologies are supposed to help specialists in man-
aging technical and complicated processes and facilitate decision mak-
ing to senior managements without causing too much losses in job 
opportunities (Shinde et al., 2021). 
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4. Prospects of artificial intelligence in pharmaceutical industry 

Currently, significant efforts and massive research funding is 
directed to the area of genomics and proteomics in an approach to tackle 
problems of viral mutations and impacts on efficacy and efficiency of 
vaccination following the era of COVID 19. New peptide drugs for 
treating cancer or other means of gene therapies dealing with genetic 
diseases show a growing interest between researchers and pharmaceu-
tical enterprises. With the help of AI, novel solutions will be easily found 
through searching the huge literature of research ideas/articles, patent 
applications, new applications shared in conference proceedings, and 
going a step further by benefiting from combining academic research 
outputs and medical practice findings. Companies that specialize in 
production and operation of AI-based technologies for development of 
products’ life cycle, are now achieving multi-billion Dollars profits 
through selling or sharing their innovations with multinational phar-
maceutical companies. Large pharmaceutical companies are continu-
ously seeking maximization of their market values and assets through 
developing new drug products and innovated patents through merging 
with or acquisition of other companies (Dierks et al., 2018). The merge 
of new advanced techniques such as generative AI modules, data science 
and business analytics will inevitably maximize the productivity and 
profitability of pharmaceutical companies. Hence, continuous educa-
tional and professional training programs are offered by specialized 
technology companies for researchers and even administrators of 
various corporations on industry-relevant high technology programs. 
Examples of technologies of interest include but are not limited to, 
software engineering, business management, business analytics, data 
Science, machine learning, artificial intelligence, cloud computing, 
cyber security, and digital marketing. 

5. Conclusion 

To maximize the benefits of artificial intelligence in developing 
pharmaceutical manufacturing industry and pharmaceutical services, 
specialized and well-trained personnel are essential, especially those 
having both scientific and AI skills including data analysis, simulation, 
modeling, and optimization. Smart emerging AI- based technologies 
such as digital twins, internet of things and Pharma-4 have previously 
induced massive advancement of various industrial sectors including 
aerospace, finance, and vehicle manufacture. Being expensive and 
confidential, tremendous efforts are required from the pharmaceutical 
industry to plan for and commence acquiring these technologies to join 
the right track of full digitalization. Regulatory authorities worldwide 
are open to and encouraging employment of new AI-based technologies 
such as 3D modeling and dynamic applications in pharmaceutical drug 
discovery, development, manufacture, approval, and marketing. 
Therefore, fulfilling the growing needs for new products especially 
biopharmaceuticals, mandates all pharmaceutical businesses to over-
come the challenges, speed up their plans and employ advanced tech-
niques of AI, hire experienced staff to be able to transform to smart 
manufacturing. On the other hand, pharmacists working in the practice 
need to acquire new IT skills related to data analytics, modeling and 
optimization techniques to help them in decision-making. 
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