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Abstract The outer radiation belt consists of relativistic (>0.5 MeV) electrons trapped on closed
trajectories around Earth where the magnetic field is nearly dipolar. During increased geomagnetic activity,
electron intensities in the belt can vary by orders of magnitude at different spatial and temporal scales.
The main phase of geomagnetic storms often produces deep depletions of electron intensities over broad
regions of the outer belt. Previous studies identified three possible processes that can contribute to the
main-phase depletions: adiabatic inflation of electron drift orbits caused by the ring current growth,
electron loss into the atmosphere, and electron escape through the magnetopause boundary. In this paper
we investigate the relative importance of the adiabatic effect and magnetopause loss to the rapid depletion
of the outer belt observed at the Van Allen Probes spacecraft during the main phase of 17 March 2013 storm.
The intensities of >1 MeV electrons were depleted by more than an order of magnitude over the entire
radial extent of the belt in less than 6 h after the sudden storm commencement. For the analysis we used
three-dimensional test particle simulations of global evolution of the outer belt in the Tsyganenko-Sitnov
(TS07D) magnetic field model with an inductive electric field. Comparison of the simulation results
with electron measurements from the Magnetic Electron Ion Spectrometer experiment shows that
magnetopause loss accounts for most of the observed depletion at L> 5, while at lower L shells the
depletion is adiabatic. Both magnetopause loss and the adiabatic effect are controlled by the change in
global configuration of the magnetic field due to storm time development of the ring current; a simulation
of electron evolution without a ring current produces a much weaker depletion.

1. Introduction

The outer radiation belt is populated by relativistic (≳0.5 MeV) electrons trapped on closed trajectories
around Earth where the planetary magnetic field is nearly dipolar. During geomagnetic storms electron
intensities in the belt can vary by orders of magnitude on time scales from minutes to days. Storm main
phase produces depletions of intensities by often more than an order of magnitude that can extend over
broad regions of the belt. The intensities generally increase during storm recovery phase. Poststorm
intensity levels, however, have no apparent relation to their values prior to the storm: storms can
dramatically increase, decrease, or produce no substantial change in electron intensities in the belt [Reeves
et al., 2003]. This inconsistency in the response of relativistic electron intensities to geomagnetic storms is
one of the long-standing mysteries of radiation belt physics.

It has long been recognized that both permanent loss processes and fully adiabatic variations of electron
intensities can contribute to radiation belt depletions during storm main phase (see review by Millan and
Thorne [2007]). Electrons can be permanently lost from the belt either by means of precipitation into the
atmosphere or escape through the magnetopause boundary [e.g., Dungey, 1963; Roederer, 1968]. Adiabatic
depletions of electron intensities (henceforth “the adiabatic effect”) can be caused by a slow inflation of
electron drift orbits in response to the diamagnetic effect produced by the storm time ring current system
[e.g., Dessler and Karplus, 1960, 1961; McIlwain, 1966]. For radiation belt intensities to grow in the recovery
phase, permanent losses must be replenished by transport of new electrons into the outer belt and their
acceleration to relativistic energies. On the other hand, a decrease of intensities associated with the
adiabatic effect is fully reversible; the intensities grow back by the same amount after the ring current decay,
without any additional transport or acceleration processes. Quantifying the contribution of the adiabatic
effect to main-phase depletion events is, therefore, essential to understanding the relationship between the
prestorm and poststorm intensities of the outer belt.
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A variety of plasma waves can resonantly interact with the gyromotion of relativistic electrons leading to
electron scattering into the drift and bounce loss cones and subsequent precipitation into the atmosphere
(see review by Thorne [2010]). Potentially relevant wave modes include electromagnetic ion cyclotron,
whistler chorus, and magnetosonic waves which draw their energy from energetic plasma populations
produced during the storm main phase. Consequently, wave occurrence and the expected atmospheric
loss rates are higher during storms [e.g., Li et al., 2011; Keika et al., 2013; Ma et al., 2013]. Similarly, a number
of main-phase processes such as nonadiabatic drift orbit expansion due to rapidly growing ring current
[Ukhorskiy et al., 2006a] and enhanced outward radial transport due to sharp gradients at the boundary
and intensified ULF wave activity [e.g., Shprits et al., 2006; Ukhorskiy et al., 2009] can increase electron loss
through the magnetopause.

The relative contributions of the adiabatic effect and electron loss into the atmosphere and through the
magnetopause to the main-phase depletion of radiation belt intensities have been a subject of ongoing
debate. From the analysis of the 3 November 1993 magnetic storm (min Dst=−120 nT), Li et al. [1997]
concluded that the adiabatic effect alone cannot account for the observed depletion of electron intensities
at L>4 and that the presence of either atmospheric precipitation or magnetopause loss is required. Green
et al. [2004] used >2 MeV electron measurements at geosynchronous orbit in a superposed epoch analysis
of the main-phase depletions in 52 moderate storms (min Dst>−60 nT). The study concluded that the
nonadiabatic portion of the observed depletions is caused by atmospheric precipitation rather than
magnetopause loss. Ohtani et al. [2009] conducted a statistical analysis of >2 MeV electron measurements
at geosynchronous orbit from 1998 to 2005. They found that irrespective of storm activity, the day-night
asymmetry of the magnetic field is enhanced during the majority of depletion events, leaving electrons
on open drift paths intersecting the magnetopause. This study suggests that radiation belt depletions
are mainly controlled by magnetopause loss. Yuan and Zong [2013] arrived to a similar conclusion with
the superposed epoch analysis of electron intensities measured by Solar Anomalous and Magnetospheric
Particle Explorer during 110 coronal mass ejection (CME)-driven geomagnetic storms.

The analysis of a large geomagnetic storm (min Dst=−427 nT) of 20 November 2003 [Bortnik et al.,
2006] suggested that the outer belt depletion at L>5 is attributed to magnetopause loss, while at lower
L shells, the depletion is caused by atmospheric precipitation. Ukhorskiy et al. [2006a] conducted two-
dimensional test particle simulations of the evolution of the outer belt intensity during a more moderate
(min Dst=−160 nT) storm of 7 September 2002. Despite the difference in magnitude of the storm com-
pared to [Bortnik et al., 2006], it was also found that magnetopause loss was active above L=5. All electrons
at L>5 were lost from the belt in less than 2.5 h after the storm onset. The losses were primarily attributed
to a nonadiabatic drift orbit expansion caused by the diamagnetic effect of the storm time ring current.

Turner et al. [2012] used multiple equatorial and low-altitude spacecraft to analyze the evolution of the
outer belt intensity during the main phase of a moderate storm (min Dst=−50 nT). The study provides
strong observational evidence that the deep depletion of intensities observed down to L=4 were caused
by electron loss through the magnetopause. Recently, Turner et al. [2014] considered a radiation belt deple-
tion during a larger storm (min Dst=−135 nT) on 30 September 2012, with the use of multiple equatorial
spacecraft. This study concludes that the depletion of electron intensities observed at L∗>4 is consistent
with magnetopause loss, while an additional loss mechanism is required to explain the depletion observed
at L∗<4. Hudson et al. [2014] conducted a global test particle simulation of the 8 October 2012 storm
(min Dst=−106 nT) with the use of the coupled Lyon-Fedder-Mobarry Rice Convection Model magneto-
spheric model, which showed strong magnetopause loss down to about L=7. It was concluded that the
observed depletion of electron intensities down to L=3 involves additional loss mechanisms not accounted
for by the model.

In this paper we analyze the main phase of the 17 March 2013 magnetic storm that produced a deep
depletion of electron intensities across the entire radial extent of the outer belt. We conduct global
simulations of storm time evolution of radiation belt intensities and then compare the simulation results
with electron intensities observed by the Magnetic Electron Ion Spectrometer (MagEIS) experiment [Blake
et al., 2013] of the Van Allen Probes mission [Mauk et al., 2012].

Our model computes three-dimensional motion of relativistic electrons and is therefore not constrained
by unphysical limitations of previous two-dimensional simulations of the equatorially mirroring particles
[e.g., Ukhorskiy et al., 2006a]. In two-dimensional models, radiation belt electrons in steady state drift along
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B = const contours of the equatorial plane. If the drift contour intersects the magnetopause, the electrons
are lost from the belt. In three dimensions, electrons bouncing at the magnetic equator on the nightside can
exhibit drift orbit bifurcations on the dayside, where the magnetic field is compressed, and then traverse
across the dayside magnetosphere off the equatorial plane along the magnetopause boundary without ever
crossing it [e.g., Ukhorskiy et al., 2011]. On the other hand, electron orbits in the bifurcation region are not
stable. Bifurcations violate the second adiabatic invariant of the electron drift-bounce motion, leading to fast
radial transport across the bifurcation region [Ukhorskiy et al., 2014] and can therefore provide a mechanism
for electron escape from the region of stable outer belt orbits to the magnetopause.

The goal of this paper is to investigate the role of the adiabatic effect and magnetopause loss in the
observed rapid depletion of relativistic electron intensities. To simulate electron motion, we used the
(TS07D) magnetic field model [Tsyganenko and Sitnov, 2007] with an inductive electric field [Ukhorskiy et al.,
2014]. The TS07D model was selected for this analysis for the following two reasons. First, the model pro-
vides a realistic specification of storm time currents that determine the distribution of magnetic field across
the inner magnetosphere [Sitnov et al., 2008, 2010] and accurate location of the magnetopause boundary
[Shue et al., 1998], which are important for quantifying both the adiabatic effect and magnetopause loss.
Second, the state of the TS07D model is defined by a set of solar wind and geomagnetic input parameters.
Individual input parameters can be adjusted independently, which can be used to analyze how the
depletion of radiation belt intensities depends on various solar wind and geomagnetic conditions.

One possible interpretation of the discrepancy among previous results is that there is little correlation
between the magnitude of the storm time ring current system (measured by min Dst) and the balance
between atmospheric and magnetopause losses. Since the SYM-H index (1 min analog of Dst) and its time
derivative are among the main input parameters of TS07D, we can directly address the role of the storm
time ring current in radiation belt depletions by adjusting model input parameters throughout storm
main phase.

The following section gives an overview of the radiation belt depletion event during the main phase of 17
March 2013 storm. In section 3, we discuss the details of our test particle model. In sections 4 and 5, followed
by conclusions, we present simulation results and discuss the comparison with observations.

2. The 17 March 2003 Depletion Event

The Van Allen Probes Mission comprises two spacecraft (A and B) on nearly identical low inclination (10◦)
orbits with perigee of ∼600 km, apogee of 5.8 RE , and orbital period of approximately 9 h [Mauk et al.,
2012]. Figure 1 shows variability of radiation belt intensities observed by Van Allen Probes over March 2013
when the spacecraft apogees were in the postmidnight sector. Figures 1c and 1d show the observation
at Probe A of the omnidirectional intensity of 1.25 MeV electrons measured by the MagEIS instrument [Blake
et al., 2013] and the intensity of 5.6 MeV electrons measured by Relativistic Electron-Proton Telescope (REPT)
[Baker et al., 2013]. Figures 1a and 1b display the time series of the solar wind dynamic pressure Pdyn and the
Dst index.

The storm of 17 March began with a sudden commencement at approximately 06:00 UT with a rapid
increase of Pdyn from about 1 nPa to over 20 nPa, triggered by the arrival of an interplanetary shock at the
front end of a coronal mass ejection, followed by the southward turning of the interplanetary magnetic field
(IMF) (not shown). The main phase continued until approximately 18:00 UT when the IMF turned northward,
starting the recovery phase. During the main phase, the Dst index dropped down to approximately −120 nT.

The storm main phase depleted the intensities of ≳ 1–6 MeV electrons by more than an order of magnitude
over the entire radial extent of the outer belt. The intensities of lower energy electrons (not shown)
increased due to direct injections of particles from the magnetotail to deep inside the outer belt. Figure 1e
shows the intensity of 1.25 MeV electrons measured by MagEIS on Probes A and B over a 48 h interval
centered at the depletion event. As can be seen from the figure, the depletion of electron intensity occurred
in less than 6 h after the storm sudden commencement. The intensities recovered to their prestorm values
by the end of the main phase, exceeding the prestorm values by more than an order of magnitude in
less than 7 h after beginning of the recovery phase (for more details see Figure S1 in the supporting
information). Quantifying the processes that produced the depletion of radiation belt intensities in the
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Figure 1. Relativistic electron intensities observed by Van Allen Probes during March 2013. The figure shows (a) solar
wind dynamic pressure at ACE, (b) SYM-H index, (c) omnidirectional intensity of 1.25 MeV electrons on MagEIS Probe
A, (d) omnidirectional intensity of 5.6 MeV electrons on REPT A, and (e) omnidirectional intensity of 1.25 MeV electrons
measured by MagEIS on Probes A and B during a 48 h interval on 17–18 March centered at the electron depletion event
during storm main phase.

beginning of the storm is necessary for understanding whether their rapid growth in the recovery phase
was caused by the adiabatic effect or transport and acceleration of a fresh electron population.

3. Test Particle Model

To simulate the global evolution of radiation belt intensities during storm main phase, we used a test
particle approach. First, dynamics of a large number of test particles were computed in the magnetic and
electric fields precalculated for the entire simulation interval. Then, the computed phase space trajectories
were used to trace the electron phase space density in time from the simulation start. The initial distribution
of the electron phase space density was derived from the MagEIS measurements.

Test particle trajectories were computed in storm time magnetic and inductive electric fields. The potential
electric field due to global magnetospheric convection [e.g., Weimer, 2001] does not significantly affect
relativistic electron motion [e.g., Ukhorskiy et al., 2006a] and therefore was neglected. The fields were
calculated with the use of an empirical model, TS07D, which provides an accurate specification of the
magnetic field in the inner magnetosphere during storms [Sitnov et al., 2008, 2010].
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The TS07D model employs a flexible basis function representation of storm time equatorial currents free
of any a priori assumptions of current location or morphology typical for earlier versions of the model. To
reconstruct a global distribution of the geomagnetic field at a given moment of time, the model uses a
large database of in situ measurements of the magnetic field from historic and current spacecraft missions
that provide comprehensive coverage of the inner magnetosphere and the magnetotail at various solar
wind and geomagnetic conditions. At a given moment of time, the model coefficients are computed from
a subset of the whole database (nearest neighbors) selected to represent similar solar wind and geomag-
netic conditions. The nearest neighbors are defined based on three global input parameters ⟨vBS⟩, ⟨SYM-H⟩,
and D⟨SYM-H⟩∕Dt, derived from the time series of the solar wind electric field and the SYM-H index using
6 h cosine and sine masked averaging in the spirit of principle component analysis of nonlinear time
series [Broomhead and King, 1986]. The averaging includes 3 h of the input time series prior to the current
state and extends by 3 h into the future. The first two input parameters have the physical meaning of
time-averaged quantities, while the third parameters corresponds to the average time derivative centered
on the current state (for more details, see Sitnov et al. [2008, 2010]).

In addition to average solar wind and geomagnetic input parameters, the model state is defined by the
instantaneous value of the solar wind dynamic pressure, Pdyn, that scales all model current systems. Time
dependence in the model comes through the input parameters. Variation of the input parameters changes
the distribution of magnetic field coherently over the entire model domain. The model therefore does not
account for any effects of plasma waves and is therefore only applicable on time scales longer than the
transit time of 1–3 min, i.e., the time it takes for a magnetosonic wave to propagate from the magne-
topause though the inner magnetosphere [Ukhorskiy et al., 2006a, 2006b; Ukhorskiy and Sitnov, 2008;
Ukhorskiy et al., 2014].

The magnetic field was specified on a Cartesian grid in GSM coordinates with dx=dy=dz=0.2 RE . To
simplify the analysis of simulation results, the dipole tilt angle was set to zero. For zero tilt angle, the GSM
and the SM coordinates are equivalent, and the magnetic equator is a plane given by z=0.

The inductive electric field induced by variations in the global state of the model was calculated from the
time derivative of the magnetic field vector potential: A=𝛼∇𝛽 . The values of Euler potentials 𝛼 and 𝛽 were
calculated numerically by tracing magnetic field lines from the grid points to Earth’s surface, where the
potential values were determined from the analytical expressions for a dipolar magnetic field [Ukhorskiy
et al., 2014]. This approach for determining inductive electric field from empirical magnetic field models
has been used in a number of past studies including a computation of the electric field during storm main
phase [Ukhorskiy et al., 2006a] and analysis of the electric fields induced by ULF fluctuations in the solar wind
dynamic pressure [Ukhorskiy et al., 2006a, 2006b; Ukhorskiy and Sitnov, 2008; Ukhorskiy et al., 2014] (for a
comparison of the solar wind pressure-induced electric fields computed from the TS07D and a global MHD
model [Claudepierre et al., 2010] see Figure S2 in the supporting information).

The electron motion was calculated in the guiding center approximation based on our Hamiltonian formu-
lation [Ukhorskiy et al., 2011, 2014]. Five-dimensional phase space of the guiding center motion is specified
by (r, 𝛾, 𝛼), where r is the particle location, 𝛾 is the relativistic factor, and 𝛼 is the pitch angle. In this paper we
focus on the evolution of 1.25 MeV electrons, i.e., the lowest MagEIS energy channel that shows the deple-
tion of electron intensities unattenuated by direct injections. To avoid introducing an unphysical bias into
the electron distribution function, test particles must initially be evenly distributed over the phase space
domain around 1.25 MeV. The energy range of test particles must be sufficiently broad to capture adiabatic
effects, i.e., it must include sufficiently low/high energy particles that can be accelerated/decelerated to
1.25 MeV in the course of the storm main phase. The following procedure was used to initialize test particles.

First, in a static magnetic field corresponding to t=0 of the simulation process, we computed a set of stable
(i.e., nonbifurcating) drift-bounce trajectories using the initial conditions along the midnight meridian
of the equatorial plane (y=z=0), distributed between x=−7.6 and x=−3.0. At each initial location, the
trajectories were computed for equatorial pitch angles between 𝛼eq =10◦ and 𝛼eq =90◦ at increments of 5◦.
The solar wind dynamic pressure before the storm was only Pdyn =1.35 nPa. The earthward boundary of the
drift orbit bifurcation region at such low value of the dynamic pressure was as far as x=−6.9, i.e., at x>−6.9,
drift-bounce orbits were stable at all pitch angles. At x=−7.6 the orbits were stable only for 𝛼eq <30◦. The
data points of all stable drift-bounce trajectories with common value of 𝛼eq were then combined into 17
different sets.
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Figure 2. (a) Radial profiles of intensities and the (b) phase space density of 𝛾 = 2–4 relativistic electrons with
near-perpendicular pitch angles measured by MagEIS on Probe A during its inbound pass prior to the storm (17 March
2013, 02:24–06:00 UT) used to initialize the phase space density in the test particle simulations.

Second, we introduced a 21×40 polar grid in the equatorial plane, (L, 𝜑), between L=3 and L=7.2 and
chose 100 values of initial particle energy distributed evenly between 𝛾=2.5 (0.77 MeV) and 𝛾=6 (2.8 MeV).
For each energy value, we used the points of stable drift-bounce trajectories calculated in the previous
step to randomly select one point per grid cell of the equatorial polar grid from each of the 17 sets corre-
sponding to different equatorial pitch angle values. This gave us 21 × 40 × 17 × 100 = 1, 428, 000 initial
conditions evenly distributed in L, the azimuthal drift angle 𝜑, the bounce phase, equatorial pitch angle
(at the midnight meridian), and energy.

The initial distribution of electron phase space density was computed from the radial profiles and pitch
angle distributions of electron intensities measured by MagEIS on the inbound pass of Probe A prior to
the storm (02:24–06:00 UT). Figure 2 shows the radial profiles of 𝛾=2–6 electron intensities at nearly 90◦

pitch angle (Figure 2a) along with the derived distribution of their phase space density, f (L, 𝛾) (Figure 2b).
We used sinn 𝛼 fits to approximate the pitch angle distributions. According to the MagEIS measurements
(not shown), n varied monotonically between n=1 at L=3.5 and n=0 at L=6. It was assumed that for quiet
conditions prior to the storm, the phase space density was independent of the azimuthal drift angle. Since
the spacecraft apogee on 17 March 2013 was close to midnight, the L values of the MagEIS measurements
approximately correspond to the midnight meridian: LM =L(x<0, y=0). We also assumed that being at low
latitude, MagEIS captures equatorial pitch angle distributions. Therefore, the phase space density of the
outer electron belt prior to the storm was approximated as

f (LM, 𝛾) sinn(LM) 𝛼eq. (1)

The initial distribution (1) was used to assign weights to the test particles based on their initial location in
phase space. We set up a regular grid in the guiding center phase space on the hyperplane corresponding
to the magnetic equator z = 0: {Xk} ≡ {Li , 𝜑 j, 𝛼l

eq, 𝛾m}. Test particles initially located in a kth cell of the grid
(i.e., {Xi(t = 0)|Xi ∈ [Xk,Xk + 𝛿X)}) were assigned weights equal to the ratio of the number of “physical”
particles in this grid cell, computed with the use of the phase space density value in the cell center, to the
number Ni of test particles in this cell:

wi =
1
Ni

f (⟨LM⟩, 𝛾m) sinn(⟨LM⟩) 𝛼l
eq ⋅ 𝛿Γ(Xk), (2)

where ⟨LM⟩ is the average value of the test particle location in LM and 𝛿Γ(Xk) is the volume of the phase
space grid cell. The value of the phase space density in a kth grid cell at time t > 0 of the simulation process
is then computed by dividing the sum of the weights of all Nk test particles currently located in that cell by
the cell volume:

f (t,Xk) = 1

𝛿Γ(Xk)

Nk∑
j=1

wj; where {Xj(t)|Xj ∈ [Xk,Xk + 𝛿X)}. (3)
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Figure 3. Illustration of two limits of the processes contributing to varia-
tion in the phase space density in a grid cell of test particle simulations:
(a) variation of the number of particles, Nk without changing the average
weight; and (b) variation of the average weight, ⟨w⟩k without changing the
number of particles.

The value of the phase space density
in a given cell can be changed in two
ways: by changing the number of test
particles in the cell, e.g., by particle
escape through the magnetopause
boundary, and by particle transport
that changes the average value of test
particle weights in the cell, e.g., an
interchange of equal number of par-
ticles between two cells with lower
and higher values of the phase space
density (Figure 3). By tracking the
evolution of the number of particles
and their average weights, one can

determine what processes control the evolution of electron intensities in the belt. A decrease of the number
of particles with fixed values of the initial energy and pitch angle everywhere in the computation domain
indicates permanent loss of particles from this region of phase space either through the magnetopause
boundary or by precipitation into the atmosphere. On the other hand, a change in the average weights
of test particles at given values of energy and pitch angle, without a substantial variation in their number,
implies that the phase space density is changed by particle redistribution over the phase space.

To determine whether the dynamics underlying the permanent loss of particles, as well as redistribution
over phase space, are produced by fully adiabatic effects or transport across their drift shells, it is necessary
to quantify radial transport rates. During elevated levels of the solar wind dynamic pressure, a large portion
of the outer belt orbits undergo drift orbit bifurcations. Since the bifurcations violate the second adiabatic
invariant, the third invariant and L∗, commonly used to quantify radial transport, are not defined in the
bifurcation region. To measure radial transport we use the generalized L̄ variable computed from the
time-dependent drift-bounce orbits,

Φ̄ = ∫
2𝜋

0
𝛼d𝛽 = −

2𝜋B0R2
E

L̄
(4)

It was previously shown [Ukhorskiy et al., 2014] that L̄ provides a good measure of radial transport, i.e., (a) for
stable orbits in a static field L̄ = L∗; (b) for time-varying adiabatic variations in the field (Φ = const), L̄ = L∗;
and (c) for nonadiabatic transport (Φ ≠ const); L̄ is approximately the average of L∗ over a particle drift orbit.

4. Global Simulations of Storm Time Depletion

The results of our test particle simulation of the first 6 h of the storm are shown in Figure 4 (also see Movie S1
in the supporting information). Figures 4a and 4b display the time series of the solar wind dynamic pressure
Pdyn and the SYM-H index used as the inputs of the TS07D model. Note that in order to avoid unrealistically
large inductive electric fields due to coherent compressions of the quasi-static magnetic field model at
sharp increases of Pdyn, the input time series were parsed with a 10 min cadence. Consequently, having the
Nyquist period of 20 min, the model does not resolve any fluctuations in the magnetospheric fields that
could exhibit resonance with the drift motion of ∼1–2 MeV electrons in the bulk of the outer belt (the drift
period TD <20 min for L>3.3).

Figure 4c shows evolution of the intensity of 1.25–1.50 MeV electrons with near-perpendicular pitch angles
of 80–90◦, along the midnight meridian at the magnetic equator computed at 30 s cadence. The midnight
projection approximately corresponds to the radial profiles of electron intensity captured at Van Allen
Probes whose apogees were close to midnight. Figure 4d displays the pitch angle distribution of electron
intensity at L=4.3, near the maximum of its radial distribution. The model shows strong depletion of
electron intensity starting after the storm sudden commencement and continuing through the entire
simulation interval. The periodic temporal modulations of the intensity seen until approximately 10:00 UT
are attributed to the drift echoes associated with changes in the solar wind Pdyn. The drift echoes exhibit
T ∼1∕L temporal dispersion in accordance with the L dependence of the electron azimuthal drift period
(at a given energy). The depletion is first observed at nearly perpendicular pitch angles and then expands
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Figure 4. Test particle simulation of electron intensities during first 6 h of 17 March 2013 storm. The figure shows
(a) 10 min averaged solar wind dynamic pressure, Pdyn; the (b) SYM-H index; (c) the simulated intensity of 1.25–1.50 MeV
electrons with near-perpendicular pitch angles of 80–90◦ along the midnight meridian at the magnetic equator; (d) the
pitch angle distribution of 1.25–1.5 MeV electron intensity at L = 4.3, (e) the normalized number of particles with initial
energies of 1.25–1.50 MeV and initial pitch angles of 80–90◦ ; (f ) the normalized average weight of particles with current
values of energy of 1.25–1.50 MeV and pitch angles of 80–90◦ ; and (g) the average change in their L̄ location along the
midnight meridian at the magnetic equator. More details can be seen in Movie S1 in the supporting information.

toward smaller pitch angle values. About 3 h into the storm main phase, the electron intensities are depleted
by an order of magnitude or more at all pitch angles over the entire radial extent of the outer belt.

Figures 4e–4g illustrate the processes controlling the depletion of radiation belt intensities. Figure 4e
shows evolution of the number of particles that comprised the radial profile of the near-equatorial electron
intensity at the simulation start. It displays the number of particles, N, currently in the grid cells along the
midnight meridian of the equatorial plane whose initial energies were in the range of 1.25–1.50 MeV, and
the initial pitch angles were in the range of 80–90◦. The number of particles found in each grid cell is
normalized to the number of particles, N0, initialized in this cell at the simulation start. The figure shows
strong electron losses that start at the outer edge of the electron belt after the storm sudden commence-
ment and expand inward to below L=5 over the next 3 h following the increase in Pdyn and the ring current
enhancement (decrease in SYM-H). According to the model, all permanent losses were caused by particle
escape through the magnetopause boundary. By the end of the simulation, no particles remain in the belt
above L= 5.3.

Figure 4f shows average weight, ⟨w⟩, of test particles in the grid cells along the midnight meridian of the
equatorial plane that constitute the radial profiles of the electron intensity shown in Figure 4c. The average
weight in each grid cell is normalized by the initial value, w0, assigned to the particles in this grid cell at
the simulation start. A decrease in ⟨w⟩∕w0 starts at the storm sudden commencement and deepens with
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Figure 5. The comparison of radial profiles of 1.25–1.50 MeV electron
intensities at near-equatorial pitch angles from test particle simulations
with the MagEIS measurements. The figure shows electron measure-
ments along the inbound pass of Probe A (02:24–06:00 UT) prior
to the storm (cyan color) and the outbound pass (11:07–14:40 UT)
during storm main phase (yellow color); the results of a full test particle
simulation (blue color) and a simulation without the ring current
(purple color).

subsequent development of the ring
current (decrease in SYM-H). By the end
of the simulation, ⟨w⟩∕w0 is decreased
by a factor of 10 or more over the entire
range of the remaining outer belt. Since,
according to Figure 4e, there is little or
no particle loss below L=5, the depletion
of the electron intensity in the remaining
portion of the belt is attributed to
redistribution of particles in the
phase space.

Figure 4g displays the difference in the
average values of L̄ of test particles in the
grid cells along the midnight meridian of
the equatorial plane that constitute the
radial profiles of the electron intensity
shown in Figure 4c and the average
values of L̄0 these particles had at the
simulation start. As can be seen from
the figure, by the end of the simulation
the difference ⟨L̄⟩ − ⟨L̄0⟩ is approximately
zero over the entire radial extent of the
remaining outer belt. Recall that L̄, like
L∗, is a measure of the third invariant. We
therefore conclude that the depletion

of the electron intensity observed at L<5 is primarily attributed to the adiabatic effect rather than particle
transport across drift shells.

Figure 5 shows the comparison of the simulation results with the MagEIS measurements. The radial profile
of 1.25–1.50 MeV electron intensity measured on Probe A prior to the storm, which was used to initialize
electron phase space density in the simulations, is shown in cyan. The intensity distribution measured by
MagEIS on the outbound pass of Probe A during storm main phase (11:07–14:40 UT) is shown with yellow.
The intensity was depleted by more than an order of magnitude compared to its prestorm value. The radial
distribution of electron intensity computed at the end of our test particle simulations is shown with blue.
From the close agreement between the observed and the simulated profiles of the electron intensity, it
follows that our test particle model provides a realistic description of global evolution of radiation belt
intensities during storm main phase and that the observed deep depletion of electron intensities is caused
primarily by a combination of magnetopause loss at L > 5 and the adiabatic effect at L < 5.

The strongest magnetopause losses and adiabatic depletions in the model were associated with increases
in the solar wind dynamic pressure Pdyn at storm sudden commencement and around 08:10 UT. Magne-
topause compressions lead to earthward expansion of the drift orbit bifurcation region; an increase in
Pdyn from 2 to 9 nPa moves the boundary between the stable and bifurcating orbits on the nightside from
above the geosynchronous orbit to 5.5 RE [Ukhorskiy and Sitnov, 2012]. Electrons transformed from stable to
bifurcating orbits can be quickly lost through the magnetopause due to rapid radial transport associated
with violations of the second invariant at bifurcations [Ukhorskiy et al., 2014]. Magnetopause compressions
also affect the global distribution of magnetic field across the outer belt and therefore can produce
adiabatic changes of electron intensities.

To understand how the intensification of the storm time current system contributes to the depletion of
electron intensities, we conducted the following experiment. We recalculated the magnetospheric fields
varying only Pdyn and keeping all other inputs in TS07D fixed at their quiet time prestorm values. The
obtained fields still capture the effects of the magnetopause compressions but do not account for field line
stretching due to the diamagnetic effect caused by storm time ring current. We then ran our test particle
model using the same initial conditions for the electron phase space density as in the previous simulation.
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Figure 6. (a–g) Test particle simulations without the ring current (same format as Figure 4). More details can be seen in
Movie S2 in the supporting information.

The results are summarized in Figure 6 in the form similar to Figure 4 (more details can be seen in Movie S2
in the supporting information).

The comparison of corresponding panels in Figures 4 and 6 reveals that the storm time ring current
dramatically affects evolution of electron intensities in response to increases in the solar wind dynamic
pressure. From Figures 4c and 4d and Figures 6c and 6d it can be seen that the depletion of intensities of
1.25–1.50 MeV electrons with near-perpendicular pitch angles is much less pronounced without the ring
current. There is no evident depletion of electron intensities at pitch angles of 60◦ and less. The difference
in the response of the near-equatorial electrons is elucidated by Figures 6e and 6f. According to Figures 4e
and 6e, magnetopause loss is much weaker without the ring current. At the end of the simulation interval
without a ring current, the outer edge of the belt was at L=5.8 and only 20% of the initial particle
population was lost through the magnetopause, whereas in the simulation with the ring current the outer
edge was at L=5.3 and as much as 55% of the initial particle population was lost. As can be seen from
Figure 6f, increases of the solar wind dynamic pressure without a ring current cause adiabatic enhancement
of the electron intensity as opposed to strong adiabatic depletions due to the ring current enhancement in
Figure 4f.

The radial profile of 1.25–1.50 MeV electron intensity at the end of the simulation without a ring current
is shown in Figure 5 with purple color. As can be seen from the comparison with observations at MagEIS
(yellow color), the model without a ring current underestimates the depletion of electron intensity by more
than a factor of 10. Consequently, we conclude that the diamagnetic effect due to the ring current system is
a key factor in the observed deep depletion of radiation belt intensities during storm main phase.
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Figure 7. The amplitude of the azimuthal component of the induc-
tive electric field along the y= z=0 axis of the TS07D model.
Yellow symbols show instantaneous values, and red symbols show
the average values computed over the entire simulation period.

5. Transport During
Magnetopause Loss

According to the results discussed in the
previous section, electrons that remain
in the outer belt at L<5 at the end of the
simulation interval behave mostly adia-
batically. It is also important to determine
whether the magnetopause loss that
depletes the belt above L=5 involved radial
transport of electrons across their drift
shells. Indeed, a number of previous studies
[e.g., Kim et al., 2008; Turner et al., 2014] evalu-
ated the extent of magnetopause loss based
on the instantaneous location of the bound-
ary between closed electron orbits and open
orbits intersecting the magnetopause. If,
however, the loss processes involve strong
radial transport, estimates based on the
location of open-closed boundary can sub-
stantially underestimate both the extent and
the rates of the magnetopause loss.

Two processes in the TS07D model can lead to radial transport of electrons in the outer belt: large-scale
inductive electric fields and drift orbit bifurcations. Variations of the solar wind dynamic pressure along with
intensification of the ring current system produce global reconfigurations of the magnetic field across the
inner magnetosphere. The time-varying magnetic field induces an inductive electric field which can drive
radial transport by means of the E × B drift in the direction perpendicular to the electron gradient and
curvature drift motion. Figure 7 shows instantaneous radial profiles (yellow symbols) of the azimuthal
electric field component (responsible for drift in the radial direction) at different times of the simulation
interval. Average values are shown with red symbols. According to the figure the average absolute value
of the azimuthal electric field component at L>5 was above 0.2 mV/m, whereas its instantaneous values
periodically exceeded 1 mV/m. Considering that an instantaneous value of the inductive electric field in the
model is calculated from the change in magnetic field over a 10 min period (time cadence of the model),
these large-scale inductive electric fields can provide a viable mechanism of radial transport at L>5. This
point can be illustrated with a simple estimate of radial transport of equatorially mirroring particles in a
dipole magnetic field. The radial component of E × B drift in this case is given by

ur(RE∕min) = c
E𝜑L3

B0

60
RE

≃ 3 ⋅ 10−4E𝜑(mV/m)L3, (5)

where c is the speed of light and B0 is the magnetic field intensity on Earth’s surface at the equator. Taking
the average value of E𝜑=0.2 mV/m at L=5 and integrating over 10 min, we obtain a change in the radial
position of ΔL ≃ 7.5 ⋅ 10−2, which corresponds to a relative change in radial position of 1.5% over 10 min.

As was previously discussed, transition of electrons with large pitch angles from the region of stable closed
orbits to the magnetopause boundary generally involves drift orbit bifurcations. Bifurcations break the
second adiabatic invariant associated with the electron bounce motion, leading to their scattering in the
radial direction. The rates of the bifurcation-driven transport can exceed the rates of radial transport due
to ULF waves by an order of magnitude [Ukhorskiy et al., 2014]. The total radial distance meandered by
electrons across their drift shells depends on the number of bifurcations they underwent during the
transitionfromthestableregiontothemagnetopause.

To quantify radial transport in the simulations, we use the cumulative distance traveled by particles in the L̄
space:

ΔL̄(T) =

√√√√ Nt∑
t=1

(L̄t − L̄t−1)2, T = Nt𝛿t, (6)
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Figure 8. Radial transport of ∼2 ⋅ 103 particles. Time is measured in
hours from the simulation start. All particles are lost through the mag-
netopause in 1.5 h. (a) The solar wind dynamic pressure, Pdyn. (b) ΔL̄(T)
along individual particle trajectories (black lines). The points of drift
orbit bifurcations are marked with yellow symbols. Evolution of ⟨ΔL̄(T)⟩
computed by averaging transport over all trajectories is shown in red.

where 𝛿t is the time step of test particle
simulations. Figure 8 shows the trans-
port of ∼2 ⋅ 103 particles that were lost
from the belt in approximately 1.5 h
after the simulation start. Black lines
show trajectories of individual particles,
and the red symbols show their
average. Figure 8a shows the solar wind
dynamic pressure, Pdyn. As can be seen
from the correlation of Pdyn and the
average transport curve, two increases
in Pdyn at storm sudden commence-
ment, around T =0.5 h and around
T =1.2 h, lead to increases in radial
transport rates. The points of drift orbit
bifurcations are marked with yellow
symbols. We calculated that the jumps
in L̄ at orbit bifurcations account for
approximately 60% of the cumulative
transport. The remaining 40% can then
be attributed to large-scale inductive
electric fields.

Between the time of the storm sudden
commencement and particle loss
through the magnetopause, the aver-
age transport rate was ΔL̄≃0.4 h−1. To
put this result in a context, we com-
pared it with the radial diffusion rates
(DE

LL) derived by Brautigam and Albert
[2000] (see Figure 4 of their paper). We
found that the average transport rates

of radiation belt electrons prior to magnetopause loss in our model exceeded the fastest radial diffusion
rates at highly disturbed geomagnetic conditions (Kp=6).

6. Conclusions

In this study we analyzed a strong depletion of radiation belt intensities during the 17 March 2013 geo-
magnetic storm. During the main phase of the storm, the intensities of the preexisting ∼1–6 MeV electron
population were depleted by more than an order of magnitude over the entire radial extent of the outer
belt. The analysis was based on global three-dimensional test particle simulations of global evolution of the
outer electron belt based on the TS07D storm time magnetic field model with the inductive electric field.
Simulation results were then compared with relativistic electron measurements by the MagEIS instrument
of the Van Allen Probes Mission. The following are our conclusions:

1. The observed depletion was produced by a combination of the permanent loss of relativistic electrons
through the magnetopause boundary at L>5 and the adiabatic effect at L<5. As much as 55% of the
prestorm electron population was lost from the belt through the magnetopause in less than 6 h after the
storm sudden commencement. No particles remained in the outer belt above L=5.3. The adiabatic effect
was attributed to development of the storm time ring current. Simulation without a ring current exhibited
an inverse effect: adiabatic heating of particles at L<5 produced by strong magnetopause compressions
at increases in the solar wind dynamic pressure. Good agreement of the simulation results and MagEIS
measurements suggests that atmospheric precipitation (not observed on the model) did not substantially
contribute to the decrease of radiation belt intensities during storm main phase.

2. Magnetopause loss during storm main phase is controlled by only a couple of global processes. At storm
sudden commencement, the solar wind dynamic pressure, Pdyn, increased from about 1 nPa to over
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20 nPa. Large variations in Pdyn continued over approximately 3 h into the main phase. Magnetopause
compressions lead to earthward expansion of the drift orbit bifurcation region. Consequently, electrons
previously on a stably trapped orbits in the bulk of the radiation belt become unstable, bifurcations
coupled with rapid radial transport lead to their loss through the magnetopause boundary. Another key
factor in the magnetopause loss is the buildup of the storm time ring current. Its diamagnetic effect leads
to strong stretching of the magnetic field on the nightside, pushing electron drift orbits outward and
increasing the loss. Stretched magnetic configurations also inhibit inward transport of radiation belt
electrons. Consequently, radial transport during magnetopause compressions is predominantly outward,
leading to the magnetopause loss and depletion of radiation belt intensities.

3. Magnetopause loss involves strong radial transport of radiation belt electrons across their drift shells. It
was found that average transport rates exceeded the earlier calculations of rates of radial diffusion during
highly disturbed geomagnetic conditions (Kp=6). Our model includes two sources of radial transport:
drift orbit bifurcations and effect of large-scale inductive electric fields induced by global variations of the
magnetic field. It was found that drift orbit bifurcations accounted for approximately 60% of the transport,
while the remaining 40% were attributed to the inductive electric fields.

It is important to note that global evolution of the magnetic and electric fields in the TS07D model which
determines storm time dynamics of the outer radiation belt is mainly controlled by two parameters: the
solar wind dynamic pressure Pdyn and the SYM-H index. It can therefore be expected that the conclusions of
this paper, based on the simulation of one storm on 17 March 2013, will remain relevant to other CME-driven
storms with similar time history of Pdyn and SYM-H. We can expect that the main phases of all similar storms
would produce strong depletions of radiation belt intensities attributed to permanent electron loss from a
large portion of the outer L shells, dominated by electron escape through the magnetopause boundary, and
the adiabatic effect at the lower L shells.

The fact that the main-phase depletion of electron intensities at L>5 are irreversible has an important
implication: no correlation should be expected between the prestorm and after-storm intensities in this
portion of the outer radiation belt. Consequently, the state of the outer belt after the storm recovery is
largely determined by the injections of “seed” electrons during storm main phase and the balance among
their acceleration and loss mechanisms in the recovery phase.

References
Baker, D. N., et al. (2013), The Relativistic Electron-Proton Telescope (REPT) Instrument on Board the Radiation Belt Storm Probes

(RBSP) spacecraft: Characterization of Earth’s radiation belt high-energy particle populations, Space Sci. Rev., 179, 337–381,
doi:10.1007/978-1-4899-7433-4_11.

Blake, J. B., et al. (2013), The Magnetic Electron Ion Spectrometer (MagEIS) instruments aboard the Radiation Belt Storm Probes (RBSP)
spacecraft, Space Sci. Rev., 179, 383–421, doi:10.1007/s11214-013-9991-8.

Bortnik, J., R. M. Thorne, T. P. O’Brien, J. C. Green, R. J. Strangeway, Y. Y. Shprits, and D. N. Baker (2006), Observation of two
distinct, rapid loss mechanisms during the 20 November 2003 radiation belt dropout event, J. Geophys. Res., 111, A12216,
doi:10.1029/2006JA011802.

Brautigam, D. H., and J. M. Albert (2000), Radial diffusion analysis of outer radiation belt electrons during the October 9,1990, magnetic
storm, J. Geophys. Res., 105, 291–309.

Broomhead, D. S., and G. P. King (1986), Extracting qualitative dynamics from experimental data, Physica D, 20, 217–236.
Claudepierre, S. G., M. K. Hudson, W. Lotko, J. G. Lyon, and R. E. Denton (2010), Solar wind driving of magnetospheric ULF waves: Field

line resonances driven by dynamic pressure fluctuations, J. Geophys. Res., 115, A11202, doi:10.1029/2010JA015399.
Dessler, A. J., and R. Karplus (1960), Some properties of the Van Allen Radiation, Phys. Rev. Letters, 4, 271, doi:10.1103/PhysRevLett.4.271.
Dessler, A. J., and R. Karplus (1961), Some effects of diamagnetic ring currents on Van Allen Radiation, J. Geophys. Res., 66(8), 2289–2295,

doi:10.1029/JZ066i008p02289.
Dungey, J. W. (1963), Loss of Van Allen electrons due to whistlers, Planet. Space Sci., 11, 591–595.
Green, J. C., T. G. Onsager, T. P. O’Brien, and D. N. Baker (2004), Testing loss mechanisms capable of rapidly depleting relativistic electron

flux in the Earth’s outer radiation belt, J. Geophys. Res., 109, A12211, doi:10.1029/2004JA010579.
Hudson, M. K., D. N. Baker, J. Goldstein, B. T. Kress, J. Paral1, F. R. Toffoletto, and M. Wiltberger (2014), Simulated magnetopause losses

and Van Allen Probe flux dropouts, Geophys. Res. Lett., 14, 1113–1118, doi:10.1002/2014GL059222.
Keika, K., K. Takahashi, A. Y. Ukhorskiy, and Y. Miyoshi (2013), Global characteristics of electromagnetic ion cyclotron waves: Occurrence

rate and its storm dependence, J. Geophys. Res., 118, 4135–4150, doi:10.1002/jgra.50385.
Kim, K. C., D.-Y. Lee, H.-J. Kim, L. R. Lyons, E. S. Lee, M. K. Öztürk, and C. R. Choi (2008), Numerical calculations of relativistic electron drift

loss effect, J. Geophys. Res., 113, A09212, doi:10.1029/2007JA013011.
Li, W., J. Bortnik, R. M. Thorne, and V. Angelopoulos (2011), Global distribution of wave amplitudes and wave normal angles of chorus

waves using THEMIS wave observations, J. Geophys. Res., 116, A12205, doi:10.1029/2011JA017035.
Li, X., D. N. Baker, M. Temerin, T. E. Cayton, E. G. D. Reeves, R. A. Christensen, J. B. Blake, M. D. Looper, R. Nakamura, and S. G. Kanekal

(1997), Multisatellite observations of the outer zone electron variation during the November 3–4, 1993, magnetic storm, J. Geophys.
Res., 102, 14,123–14,140.

Ma, Q., W. Li, R. Thorne, and V. Angelopoulos (2013), Global distribution of equatorial magnetosonic waves observed by THEMIS, Geophys.
Res. Lett., 115, A10214, doi:10.1029/2010JA015393.

Acknowledgments
The research was supported by NSF
grants AGS1059736 and AD-44173,
NASA grants NNX14AH77G and
sNNX11AO74G, and NASA contract
NAS5-01072 through a subcontract
from NJIT 999640-I. The data used
to produce figures, animations, and
analysis in the paper are available
upon request.

Michael Liemohn thanks Gregory
Cunningham and Chongjing Yuant
for their assistance in evaluating
this paper.

UKHORSKIY ET AL. ©2015. The Authors. 2555

http://dx.doi.org/10.1007/978-1-4899-7433-4_11
http://dx.doi.org/10.1007/s11214-013-9991-8
http://dx.doi.org/10.1029/2006JA011802
http://dx.doi.org/10.1029/2010JA015399
http://dx.doi.org/10.1103/PhysRevLett.4.271
http://dx.doi.org/10.1029/JZ066i008p02289
http://dx.doi.org/10.1029/2004JA010579
http://dx.doi.org/10.1002/2014GL059222
http://dx.doi.org/10.1002/jgra.50385
http://dx.doi.org/10.1029/2007JA013011
http://dx.doi.org/10.1029/2011JA017035
http://dx.doi.org/10.1029/2010JA015393


Journal of Geophysical Research: Space Physics 10.1002/2014JA020645

Mauk, B. H., N. J. Fox, S. G. Kanekal, R. L. Kessel, D. G. Sibeck, and A. Ukhorskiy (2012), Science objectives and rationale for the radiation
belt storm probes mission, Space Sci. Rev., 179, 3–27, doi:10.1007/s11214-012-9908-y.

McIlwain, C. E. (1966), Ring current effects on trapped particles, J. Geophys. Res., 71, 3623–3628.
Millan, R. M., and R. M. Thorne (2007), Review of radiation belt relativistic electron losses, J. Atmos. Sol. Terr. Phys., 69, 362–377.
Ohtani, S., Y. Miyoshi, H. J. Singer, and J. M. Weygand (2009), On the loss of relativistic electrons at geosynchronous altitude: Its

dependence on magnetic configurations and external conditions, J. Geophys. Res., 114, A01202, doi:10.1029/2008JA013391.
Reeves, G. D., K. L. McAdams, R. H. W. Friedel, and T. P. O’Brien (2003), Acceleration and loss of relativistic electrons during geomagnetic

storms, Geophys. Res. Lett., 30(10), 1529, doi:10.1029/2002GL016513.
Roederer, J. G. (1968), Experimental evidence on radial diffusion of geomagnetically trapped particles, in Earth’s Particles and Fields,

edited by B. M. McCormac, p. 143, Reinhold Book Corp., New York.
Shprits, Y. Y., R. M. Thorne, R. B. Horne, and D. Summers (2006), Bounce-averaged diffusion coefficients for field-aligned chorus waves,

J. Geophys. Res., 111, A10225, doi:10.1029/2006JA011725.
Shue, J. H., et al. (1998), Magnetopause location under extreme solar wind conditions, J. Geophys. Res., 103, 17691–17700.
Sitnov, M. I., N. A. Tsyganenko, A. Y. Ukhorskiy, and P. C. Brandt (2008), Dynamical data-based modeling of the storm-time geomagnetic

field with enhanced spatial resolution, J. Geophys. Res., 113, A07218, doi:10.1029/2007JA013003.
Sitnov, M. I., N. A. Tsyganenko, A. Y. Ukhorskiy, B. J. Anderson, H. Korth, A. T. Y. Lui, and P. C. Brandt (2010), Empirical modeling of a

CIR-driven magnetic storm, J. Geophys. Res., 115, A07231, doi:10.1029/2009JA015169.
Thorne, R. M. (2010), Radiation belt dynamics: The importance of wave—Particle interactions, Geophys. Res. Lett., 37, L22107,

doi:10.1029/2010GL044990.
Tsyganenko, N. A., and M. I. Sitnov (2007), Magnetospheric configurations from a high-resolution data-based magnetic field model,

J. Geophys. Res., 112, A06225, doi:10.1029/2007JA012260.
Turner, D. L., Y. Shprits, M. Hartinger, and V. Angelopoulos (2012), Explaining sudden losses of outer radiation belt electrons during

geomagnetic storms, Nat. Phys., 8, 208–212, doi:10.1038/nphys2185.
Turner, D. L., et al. (2014), On the cause and extent of outer radiation belt losses during the 30 September 2012 dropout event,

J. Geophys. Res. Space Physics, 119, 1530–1540, doi:10.1002/2013JA019446.
Ukhorskiy, A. Y., and M. I. Sitnov (2008), Radial transport in the outer radiation belt due to global magnetospheric compressions, J. Atmos.

Sol. Terr. Phys., 70, 1714–1726.
Ukhorskiy, A. Y., and M. I. Sitnov (2012), Dynamics of radiation belt particles, Space Sci. Rev., 179, 545–578,

doi:10.1007/s11214-012-9938-5.
Ukhorskiy, A. Y., B. J. Anderson, P. C. Brandt, and N. A. Tsyganenko (2006a), Storm-time evolution of the outer radiation belt: Transport

and losses, J. Geophys. Res., 111, A11S03, doi:10.1029/2006JA011690.
Ukhorskiy, A. Y., K. Takahashi, B. J. Anderson, and N. A. Tsyganenko (2006b), The impact of ULF oscillations in solar wind dynamic pressure

on the outer radiation belt electrons, Geophys. Res. Lett., 33, L06111, doi:10.1029/2005GL024380.
Ukhorskiy, A. Y., M. I. Sitnov, K. Takahashi, and B. J. Anderson (2009), Radial transport of radiation belt electrons due to stormtime Pc5

waves, Ann. Geophys., 27, 2173–2181.
Ukhorskiy, A. Y., M. I. Sitnov, R. M. Millan, and B. T. Kress (2011), The role of drift orbit bifurcations in energization and loss of electrons in

the outer radiation belt, J. Geophys. Res., 116, A09208, doi:10.1029/2011JA016623.
Ukhorskiy, A. Y., M. I. Sitnov, R. M. Millan, B. T. Kress, and D. C. Smith (2014), Enhanced radial transport and energization of radiation belt

electrons due to drift orbit bifurcations, J. Geophys. Res. Space Physics, 119, 163–170, doi:10.1002/2013JA019315.
Weimer, D. R. (2001), An improved model of ionospheric electric potentials including substorm perturbations and application to the

Geospace Environment Modeling November 24, 1996, event, J. Geophys. Res., 106, 407–416.
Yuan, C., and Q. Zong (2013), Relativistic electron fluxes dropout in the outer radiation belt under different solar wind conditions,

J. Geophys. Res., 118, 7545–7556, doi:10.1002/2013JA019066.

UKHORSKIY ET AL. ©2015. The Authors. 2556

http://dx.doi.org/10.1007/s11214-012-9908-y
http://dx.doi.org/10.1029/2008JA013391
http://dx.doi.org/10.1029/2002GL016513
http://dx.doi.org/10.1029/2006JA011725
http://dx.doi.org/10.1029/2007JA013003
http://dx.doi.org/10.1029/2009JA015169
http://dx.doi.org/10.1029/2010GL044990
http://dx.doi.org/10.1029/2007JA012260
http://dx.doi.org/10.1038/nphys2185
http://dx.doi.org/10.1002/2013JA019446
http://dx.doi.org/10.1007/s11214-012-9938-5
http://dx.doi.org/10.1029/2006JA011690
http://dx.doi.org/10.1029/2005GL024380
http://dx.doi.org/10.1029/2011JA016623
http://dx.doi.org/10.1002/2013JA019315
http://dx.doi.org/10.1002/2013JA019066

	Global storm time depletion of the outer electron belt
	Abstract
	Introduction
	The 17 March 2003 Depletion Event
	Test Particle Model
	Global Simulations of Storm Time Depletion
	Transport During Magnetopause Loss
	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


