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Location of the axon initial segment assembly
can be predicted from neuronal shape

Zhuang Xu,1,2,3 Christopher N. Angstmann,3 Yuhuang Wu,4 Holly Stefen,5 Esmeralda Pari�c,5 Thomas Fath,5

and Paul M.G. Curmi1,2,6,*
SUMMARY

The axon initial segment (AIS) is located at the proximal axon demarcating the boundary between axonal
and somatodendritic compartments. The AIS facilitates the generation of action potentials and mainte-
nance of neuronal polarity. In this study, we show that the location of AIS assembly, as marked by Ankyrin
G, corresponds to the nodal plane of the lowest-order harmonic of the Laplace-Beltrami operator solved
over the neuronal shape. This correlation establishes a coupling between location of AIS assembly and
neuronal cell morphology.We validate this correlation for neurons with atypical morphology and neurons
containingmultiple AnkG clusters on distinct neurites, where the nodal plane selects the appropriate axon
showing enriched Tau. Based on our findings, we propose that Turing patterning systems are candidates
for dynamically governing AIS location. Overall, this study highlights the importance of neuronal cell
morphology in determining the precise localization of the AIS within the proximal axon.

INTRODUCTION

Neurons are highly polarized cells featuring distinct axonal and somatodendritic compartments. The anatomical differences between these

twomajor compartments are highlighted by a distinct protein composition and exclusive organelles present in each compartment. The axon-

soma boundary is marked by a unique structural feature called the axon initial segment (AIS), which is usually 20–60 mm in length and located

along the proximal axon in most neurons. The AIS is characterized by specific cytoskeletal adaptors, scaffold proteins, membrane adhesion

molecules, and voltage-gated ion channels. It has two main roles in neuronal physiology: to maintain the high density of ion channels for effi-

cient initiation of action potentials and to regulate the diffusion anddifferential trafficking of somatodendritic and axonal proteins, organelles,

and vesicles for establishment and maintenance of neuronal polarity.1 The proper assembly of the AIS is therefore vital for facilitating down-

stream signaling pathways that play a pivotal role in shaping the subsequent morphological development of neurons.2–4

In vitro studies have shown that the cultured embryonic hippocampal neurons are initially symmetric, with several non-differentiated neu-

rites undergoing randomextension and retraction. A symmetry-breaking process, known as axon specification, then transports a vast number

of axon-specific proteins and organelles to a single neurite and drives its extension to become the nascent axon.5,6 This is usually accompa-

nied by the assembly of the AIS. Although the exact order of axon specification and AIS assembly remains to be unambiguously determined,

the appearance of the AIS is generally thought to occur after axon specification.7

Banker and colleagues have shown that axon specification and AIS assembly in cultured mouse hippocampal neurons can be driven by

cell-intrinsic mechanisms, obviating the requirement for external stimuli.5,6 Experiments on axon regeneration after axotomy (axonal transec-

tion) demonstrate that neuronal polarity can be altered depending on the position of the transection site.6,8–10 This suggests that axon spec-

ification during early neuronal development is capable of responding to morphological changes in neuronal cell shape. Furthermore, this

dynamicity in axon specification is also observed in certain mature neurons.11 Although the corresponding changes in the AIS during axon

regeneration in these experiments have been characterized to a much lesser extent, recent in vivo experiments reveal that the AIS disassem-

bles following axotomy, with the damaged multipolar neurons temporarily transiting to an immature state.12 Additionally, a new AIS can re-

assemble on the regenerated axon after a nerve crush.13 From these results, one would expect that the dynamic responses to changes in

neuronal cell geometry, as observed during axon regeneration, are also present in the in vitro assembly of the AIS.

Extensive efforts have beenmade to understandAIS assembly. One of the AIS scaffold proteins, AnkyrinG (AnkG), is often regarded as the

master regulator of AIS assembly on account of its ability to interact with various components of the AIS scaffold, including the voltage-gated

ion channels, the cell adhesion molecules (CAMs), and the cytoskeletal proteins, thereby stabilizing them within the scaffold.12 Altering the
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regulation of this scaffold, such as by manipulating actin cytoskeleton regulators myosin II, tropomyosin Tpm3.1, and mDia1, in turn, impacts

the proper organization of AnkG at the AIS.14–16 While AnkG unquestionably plays a vital role in AIS assembly and stabilization, it is not solely

sufficient for complete AIS assembly. There are twomajor factors that contribute to this process: (i) the interplays betweenAnkGand the distal

axonal components, including the axonal actin/a2/b2-spectrin/Ankyrin B scaffold, which are established shortly after axon specification,17 and

(ii) its associated membrane partners that act as linkers between AnkG and the membrane, such as Na+ channels and neurofascin 186.18–20

However, it is worth noting that the specific nature of the interplay between AnkG and the distal axonal components remains a subject of

ongoing investigation.

A lingering question in the field revolves around the intrinsic intracellular mechanisms responsible for establishing and sustaining neuronal

polarity, specifically, what determines the position of AIS assembly. Given the complex nature of intracellular transport in neurons, addressing

these questions poses significant challenges. Numerousmolecularmechanisms are likely to operate concurrently to robustly and redundantly

control neuronal polarization and AIS localization.21,22 Moreover, the establishment of intricate sorting mechanisms and the age-dependent

modulation of protein regulation during neuronal maturation add further complexity.23,24 An underlying patterning system must exist to

define a stable region for AnkG membrane anchoring, possibly mediated by upregulating the selective endocytosis for some AnkG mem-

brane partners in the somatodendritic compartment and the distal axon. This can be inferred from the fact that the voltage-gated sodium

channels (Nav1.2) are recognized by an endocytotic pathway, which leads to a selective elimination of these ion channels outside the AIS dur-

ing the dynamic phase of AIS formation.25 This, together with the submembranous actin/a2/b2-spectrin/AnkB scaffold, could work cooper-

atively to robustly position the AIS assembly at the proximal axon: shortly after axon specification, the distal actin/a2/b2-spectrin/AnkB scaf-

fold forms in the nascent axon by backfilling toward the cell body. When the front of this backward extension encounters the ‘‘stable AnkG

anchoring region’’ defined by some unknown patterning system, it then initiates the AnkG scaffold assembly around this region. This process

is subsequently followed by the recruitment of various membrane, scaffolding, and cytoskeletal proteins to the region through their interac-

tions with AnkG. Once they are properly anchored in the AnkG scaffold, their diffusion, turnover, and endocytosis are limited,26–29 which in

turn stabilizes AnkG and reinforces the whole scaffold. This positive feedback then drives the proper assembly of the AIS and stabilizes it. It is

essential for such a patterning system to dynamically sense the geometry of neuronal cells, considering that axon specification is a dynamic

process.

The localization and timing of intracellular structures regulated by geometry-sensing patterning systems appear to be a common feature

across various cell types in all three domains of life. One prominent example of such regulation occurs during cell division in certain bacterial

and archaeal strains, as well as in eukaryotic yeast.30–33 In these cases, the localization process is likely influenced by the geometric properties

of the cells, which can be inferred via calculating the spatial harmonics of the cell shape (also known as the eigenfunctions of the Laplace-

Beltrami operator).33,34 This raised the question of whether a similar patterning system is involved in the localization and assembly of the

AIS in neurons. To gain insight into the nature of the underlying patterning system in developing neurons, we examined whether there is

a link between the geometric properties of developing neuronal cells and the positioning of the AIS, which is closely associated with neuronal

polarization.

Here we show that the location of the AIS assembly in the developing mouse hippocampal neurons (�3–5 days in vitro or DIVs) can be

predicted from the neuronal shape via harmonic analysis. We examined the location of the AnkG peak (a marker of the AIS location) and

showed that it correlates with the nodal plane of the lowest-order harmonic (leading eigenfuntion) of the Laplace-Beltrami operator solved

over the neuronal cell shape, as the nodal plane generally resides within the detected AnkG-rich region. In addition, we found that the nodal

plane tends to be located closer to the soma than the AnkG peak, while this tendency is weakened in the longest neurons. Examination of

unusual neurons further supports our observed correlation. Analysis of a neuron with an atypical morphology (resembles that of the pseudo-

unipolar neurons), which is rarely observed in hippocampal neuron culture, showed that the nodal plane of the lowest-order harmonic cor-

relates to the AIS assembly site, despite a significant shift of the entire AnkG-rich region toward the axon terminal. Additionally, analysis of

neurons that contain multiple AnkG clusters on distinct neurites shows that the harmonic nodal plane selects the AnkG-containing neurite to

which the axon marker (antibody against total Tau) colocalizes. This demonstrates the capability of the nodal plane to recognize the nascent

axon from the other neurites. Our results narrow down the characteristics of the underlying mechanisms for axon specification (neuronal po-

larization) and AIS localization. To be compatible with our observations, the underlying patterning mechanisms must be capable of gener-

ating spatial information on a cellular scale while simultaneously showing a clear connection to the spatial harmonics of cell shape. Candidate

mechanisms include Turing patterning systems34,35 and membrane energy minimization systems.36 Based on our findings, we discuss the

implication of Turing patterning systems as potential candidates for AIS localization.
RESULTS

Geometric characterization and analysis of neuronal cell shape

To test whether the AIS assembly site of the developing hippocampal neurons is related to the geometric properties of the neuron shape,

primary mouse hippocampal neuron cultures were fixed at 3 DIVs and 5 DIVs. After fixation, hippocampal neuron cultures were immunofluor-

escently labeled for the cytoskeletal protein b3-tubulin, the AIS marker AnkG, the nuclear DNAmarker 40,6-diamidino-2-phenylindole (DAPI),

and additionally the axonal marker Tau as per the protocol.37 Subsequently, the corresponding fluorescence images were acquired; see Fig-

ure S1 for a sample image. Automated image analysis was used to isolate individual neurons using the b3-tubulin fluorescence images. Auto-

matic neuronal tracing based on the APP2 algorithm was employed to obtain digital reconstructions of the extracted neurons. The shape of

each neuron was then used to calculate low-order spatial harmonic functions and to locate their respective nodal planes.
2 iScience 27, 109264, March 15, 2024
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Figure 1. Overview of AIS assembly site analysis

(A) The workflow of the AIS localization analysis for a neuron. The filtered b3-tubulin fluorescence image of the neuron is used to generate the 3D reconstruction,

from which the first few lowest-order harmonics and their nodal plane positions are determined (first image in the second row shows the lowest-order harmonic,

nodal plane indicated by two opposite-facing magenta arrows). The plot of the smoothed AnkG intensity along the neurite on which the AnkG-rich region is

identified as a function of path length measured from the axon terminal (solid black) is shown below the AnkG fluorescence image (AnkG intensity is

saturated at the soma to enhance the contrast around the AIS) from which it is measured; the solid red line in the plot represents the fitted lognormal

function around the AnkG peak; the locations of the estimated AnkG peak (lognormal function peak) and the nodal plane are indicated by the gray solid line

and the magenta dash-dotted line, respectively, and the gray dotted lines show the boundaries of the AnkG-rich region based on the lognormal fit

(positions where the fit reached 25% of the peak height). The rightmost image shows the AnkG fluorescence intensity evaluated on the traced neuronal

skeleton, with the AnkG-rich region enclosed by the gray dashed box and the nodal plane of the lowest-order harmonic and estimated AnkG peak marked

by the magenta and gray opposite-facing arrows, respectively (which almost perfectly colocalize in this case). The axon and dendrite terminals that are

farthest from the estimated soma center are indicated by the arrows (useful in understanding the schematic results (C)).

(B) The length of the AnkG-rich region is defined as the full width at quarter maximum (FWQM) of the fitted lognormal function of the smoothed AnkG intensity.

The histogram (left) shows all of the measured lengths for a total of 214 neurons identified with a clear AnkG-rich region. The right-hand plot shows the empirical

cumulative distribution of the length of the AnkG-rich region, in which the 10th and the 90th percentile are indicated by green lines and the mean value is

indicated by a blue line.

(C) Schematic representation of the relationship between the AIS peak and the nodal plane of the lowest-order harmonic for a total of 214 neurons analyzed.

Features of individual neurons are plotted as a function of path length measured from the axon terminal on the y axis, in which the axonal and dendritic

parts of the path are colored by red and blue, respectively. The boundary between red and blue bars hence indicates the position of the estimated soma

center. The green section outlines the detected AnkG-rich region on the path, with the corresponding AnkG peak location marked by the yellow dot, while

the nodal plane of the lowest-order harmonic is indicated by the cyan dot. The neurons are arranged in ascending order of the length of the longest

neuronal path passing through the soma center and the axon and dendrite terminals. The corresponding signed path distances DL between the nodal plane

of the lowest-order harmonic, and the AnkG peak for individual neurons are shown in the plot below. The sign of DL is defined such that a positive value

would imply the estimated AnkG peak is closer to the axon terminal than the nodal plane (farther away from the soma).
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To extract the AnkG peak location from the fluorescence image, a moving average filter with a width of 3–8 mm (depending on the noise

level of the signal) was applied to the AnkG signal along the main axonal trunk to remove excessive noise. The smoothed signal was empir-

ically fitted with a shifted lognormal function, from which the AnkG peak position and the length of the AnkG-rich region were estimated. It

should be noted that the choice of the lognormal function is purely based on the skewness of the observed AnkG distributions; technically

there is no biophysical model supporting the use of this functional form. An example of this workflow, from image analysis to nodal plane

location, AnkG peak location, and AnkG-rich region detection, is illustrated in Figure 1A.

There are 35/214 cases where the observed AnkG distributions are not unimodal along the axon (Figure S2). Due to the limited pool of

data, these cases were still included in our analysis in the following way: in the case of multiple closely spaced local AnkG peaks, the entire

AnkG-rich region was fitted with the lognormal function; if the peaks weremore spaced out, only themajor peak closest to the somawas used

for the fit. We note that in these less common cases, even though a clear AnkG-rich region can be identified, they lack a single well-defined

peak, which might lead to poorly fitted lognormal functions.

The AIS represents a finite region separating the axon proper from the somatodendrite compartment. To estimate the length of the AIS,

we defined the boundaries of the AnkG-rich region as the positions where the lognormal function reaches one-quarter of themaximum value

at theAnkGpeak. The length of the AnkG-rich regionwas then given by full width at quartermaximum (FWQM) of the lognormal function. The

lengths of all measured AnkG-rich regions are shown as a histogram (Figure 1B, left), and the corresponding empirical cumulative function is

also shown (Figure 1B, right). The mean of the AnkG-rich region length is 37.1 mm, with the 10th and 90th percentiles given by 16.4 mm and

60.4 mm, respectively. These values are in agreement with previous reports of the AIS being 10–60 mm in length.38 The longer AIS beyond this

range may be specific to the incipient AIS, as previous studies have shown that the length of the AIS decreases as the neuron matures (4 DIVs

as opposed to 7 DIVs).39 Thus, our AnkG detection method is consistent with previous work.

AIS assembly site correlated with geometric properties of the shape of the neuron, specifically, the nodal plane of the

lowest-order harmonic

The location of the AnkG peak appears to be correlated to the position of the nodal plane of the lowest-order harmonic function of the cell

shape. This can be seen in the visual representation (Figure 1C) of the AIS region for individual neurons (214 neurons in total), in which the

features of the neuron are displayed along the longest neuronal path passing through the soma center and the axon and dendrite terminals.

The positions of the AnkG peak and the nodal plane on this path are indicated by the yellow and cyan dots, respectively. The neurons are

arranged in ascending order of neuronal path length. The path distance between the nodal plane of the lowest-order harmonic function

of the neuronal cell shape and the AnkG peak (DL; Figure 1C lower scatterplot) provides an intuitive measure of the deviation between

the experimental AnkG peak and the nodal plane of the lowest-order harmonic, so that a smaller value of this path distance generally implies

a better correlation. The sign convention defines a positive sign as indicating a nodal plane distal to the axon terminal relative to the AnkG

peak, and a negative sign as indicating a nodal plane proximal to the axon terminal.

One can see that the nodal planes correctly select the neurites on which the AnkG clusters are located for almost all of the multipolar neu-

rons (Figure 1C, where the nodal plane lies on the axon usually within the AnkG-rich region). We identified three instances where the nodal

plane does not lie on the neurite with the major AnkG cluster. However, in two of these cases, the nodal plane was found to be located on the
4 iScience 27, 109264, March 15, 2024



Figure 2. Representative examples of correlation between AIS and nodal plane positions

In each panel, the top two images show the filtered b3-tubulin fluorescence image of the isolated neuron (left) and the measured AnkG fluorescence intensity

(right) (with the AnkG intensity saturated at the soma to enhance the contrast around the AIS). The bottom plot shows the smoothed AnkG intensity along the
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Figure 2. Continued

neurite on which the AnkG-rich region is identified as a function of path lengthmeasured from the axon terminal (solid black curve where the origin is on the right).

In each plot, the solid red line represents the fitted lognormal function around the AnkG peak with the locations of the estimated AnkG peak (lognormal function

peak) and the nodal plane indicated by the gray vertical line and themagenta dash-dotted line, respectively, and the gray dotted lines showing the boundaries of

the detected AnkG-rich region. Scale bar: 20 mm.
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neurite that displayed a distally enriched Tau distribution (see Figure S3). In addition, approximately 80% of the neurons show a match be-

tween the AnkG peak position and the nodal plane of the lowest-order harmonic function, with the nodal planes lying within the AnkG-rich

regions.We observe that the nodal plane lies within the detectedAnkG-rich region in 79% (170/214) of the neurons; this percentage increases

slightly to 82% (175/214) if the error estimate for the nodal plane position is taken into account (using a 20% increase/decrease in soma volume

to test the robustness of our harmonic analysis, see supplemental information).

Representative examples of AnkG fluorescence images showing the location of the AIS along with the nodal plane of the lowest-order

harmonic are provided in Figure 2. In each panel, the top two images show the b3-tubulin fluorescence image of the isolated neuron

(note: the b3-tubulin images have been processed for automated neuron shape determination, see Figure S4) and the raw AnkG fluorescence

image of individual neurons (nodal plane and axon terminal indicated by opposite-facing white arrows and a single white arrow, respectively).

Note that the intensity of the AnkG fluorescence signal is truncated (saturated) in the region around the soma to enhance contrast and reveal

the necessary level of detail around the AIS. The bottom image depicts the AnkG intensity along the developing axon, smoothed and plotted

against the path length from the axon terminal. The plot includes the solid black line representing themeasured AnkG intensity, as well as the

fitted lognormal function shown by the solid red curve. Additional visual indicators are provided: the solid gray line indicates the position of

the measured AnkG peak, the gray dotted lines represent the boundaries of the AnkG-rich region, and the magenta dash-dotted line cor-

responds to the nodal plane. Note that the origin of the path length (axon terminal) is on the right of each graph while the soma is at the

intersection with the y axis.

In most cases, the nodal plane of the lowest-order harmonic function (magenta dot-dashed line) lies near the AnkG peak (gray line) and

within the detected AnkG-rich region (between two gray dotted lines; see examples in Figure 2 with the exception of the last two examples,

where the nodal plane is just outside the AnkG-rich region).We also observed a tendency of the nodal plane to be located closer to soma than

the AnkG peak when neurons are small (see Figure 1C, residual plot), and vice versa when the neurons become larger. The localization pat-

terns of the AnkG signal in early-developing neurons frequently exhibit a bias toward the axon terminal. However, the precise origin of this

asymmetry and its biological implications remain elusive. Interestingly, AnkG was sometimes found enriched at certain neurite tips (see Fig-

ure 2, the top-left and bottom-right panels). No clear pattern was observed as to which neurons/neurites are associated with these terminal

AnkG clusters.

Figure 3A shows a histogram of the signed path distance between the nodal planes of the lowest-order harmonic function of the neuron

cell shape and the measured AnkG peak. It shows that, in general, the nodal planes are slightly closer to the soma than the measured AnkG

peak (mode of DL +5 mm, mean + 0.41 mm, median +2.17 mm), with 66% of the neurons having an absolute deviation jDLj less than 10 mm and

more than 90% of the neurons having a value within 0–20 mm. These deviations are small relative to the size of the neurons, where the de-

viationsmostly vary within 10% of the neuronal path length (Figure S5). The corresponding quantile-quantile (QQ) plot ofDL (Figure 3B) shows

that its distribution is slightly left skewed (as can also be seen in the histogram in Figure 3A); this is likely caused by the tendency of the nodal

plane to move toward the axon terminal for the longest neurons. The scatterplot (Figure 3C) shows that the positions of the AnkG peak and

the nodal plane along the axon are highly correlated with the correlation between the variables estimated to be 0.97. In this plot, the terminal

of the longest axon (see Figure 1C) is used as the reference point without loss of generality (Other boundary reference points such as the

longest dendritic terminal could be used, but this would increase the noise level as the resulting path will go through the soma center whose

position can only be estimated approximately, see Figure S5). The slope of the linear regression line of the data points is 1:11G0:042 (SE of

regression) with the y-intercept � 11:92G4:77mm.

To checkwhether the skeweddistribution of the distance between the nodal plane and the AnkGpeak,DL, is caused by themeasurements

on the longest neurons, a similar analysis was performed on neurons with neuronal path lengths less than 185 mm (118 neurons; Figures 3D–

3F). This choice of maximum length was based on the observation that the DL becomes more scattered for neurons greater than 185 mm (see

the residual plot of DL at the bottom of Figure 1C). We see that DL for these neurons with shorter neurites becomes almost normally distrib-

uted as the points fall near a straight line in the QQ-plot (Figure 3E), suggesting that the deviations may be attributed to random errors and

approximations made during evaluation of the nodal plane and estimation of the AnkG peak. The distribution is centered at +3.98 mm; this

implies that the nodal plane position along the axon, on average, is 3.98 mmcloser to the soma than it is to theAnkGpeak. This is also reflected

by the downward shift of the linear regression line (Figure 3F) with the slope 1:00G0:066 (SE of regression) and the y-intercept � 3:76G

1:20 mm. The slope of 1:00G0:066 with a correlation coefficient of 0.87 provides strong evidence that the nodal plane and the AnkG peak

are connected by some underlying phenomenon.
Colocalization of the AIS position and the nodal plane for multipolar neurons with a clear soma-AIS gap

The AIS usually starts near the soma boundary along the nascent axon, but sometimes it is more distally located. If this distal axonal shift in the

AIS position is reflected in the corresponding position of the nodal plane of the lowest-order harmonic function, then this would provide stron-

ger evidence for the correlation between the AIS position and the nodal plane, as opposed to both just being colocalized to the boundary of
6 iScience 27, 109264, March 15, 2024
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Figure 3. Analysis of correlation between AIS and nodal plane positions

(A) Histogram of the signed path distance between the nodal plane and AnkG peak, in which a positive value would imply that the nodal plane is closer to soma

than the detected AnkG peak.

(B) Normal quantile-quantile (QQ) plot showing the observed quantiles of the signed path distance between the nodal plane and AnkG peak versus quantiles

expected from a standard normal distribution. The black dot-dashed reference line indicates the expected quantiles distribution under the null hypothesis that

the signed path distances follow a normal distribution.

(C) Scatterplot of the path distance from the axon terminal to the AnkG peak versus the path distance to the nodal plane for the 214 analyzed hippocampal

neurons (3,5 DIV), with error bars drawn at each data point. The error bars in the x-direction are estimated from the shifts in nodal plane location calculated

by increasing or decreasing soma volume by 20%, whereas the error bars in the y-direction are estimated from the path distance between the boundaries of

the AnkG-rich region and the corresponding AnkG peak. In this way, the error bar above the data points represents the boundary of the AnkG-rich region

closer to soma and the one below the points indicates the other boundary closer to the axon terminal. The purple dashed line plots the equation y = x so

that difference in y-coordinate between the data points and the line gives the path distance between the nodal plane and AnkG peak. The green dashed

line shows the linear regression line of the data points using the least-squares method.

(D‒F) demonstrate the same analysis as (A–C) but only utilize data from the 118 neurons with a maximum neuronal path length less than 185 mm. (D) Histogram of

DL for neurons with neuronal path length less than 185 mm. (E) Corresponding normal QQ-plot of DL against theoretical quantile values from a normal

distribution, with the dot-dashed reference line shown in black. (F) Scatterplot of the path distance from the axon terminal to the AnkG peak versus the

distance to the nodal plane for the 118 neurons with a neuronal path length of less than 185 mm.
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the soma (start of the axonal branch). For the 214 neurons extracted from the mouse hippocampal neuron cultures, we identified five cases in

which a relatively large soma-AIS gap was evident (Figure 4). The neurons isolated here are all multipolar and contain relatively flat AnkG-

deficient regions approximately 20 mm in length, which are located just after the soma boundary (the position near the sharp drop in

AnkG intensity shown near the left edge of the intensity versus path length graphs in Figure 4) and before the closest boundary of the

AnkG cluster. The path distances between the somaboundary and the closest AnkGpeak are at least 30 mm.As per our analysis, we calculated

the position of the nodal plane of the lowest-order harmonic of the neuron shape and compared this to the detected AnkG peak. The ex-

amples of the neurons with abnormal distributions of AnkG are illustrated in the first column in Figure 4. In the top-left example, the

AnkG-rich region consists of two closely spaced local peaks, while, in the bottom-left, three local peaks are seen on the nascent axon. Despite

having less well-definedAnkGpeaks, the position of the nodal plane in both examples is positioned right on the local AnkGmaximum closest

to the soma. In the other three examples, the nodal planes lie close to the AnkGpeak and slightly closer to the somas, but within the detected

AnkG-rich region. The results here are generally similar to those of most other neurons analyzed, where a match between the nodal plane
iScience 27, 109264, March 15, 2024 7



Figure 4. Colocalization of AIS and nodal plane in neurons exhibiting a clear soma-AIS gap

Each panel illustrates a neuron with a distinct soma-AIS gap.The top two images in each panel display the filtered b3-tubulin fluorescence image of the isolated

neuron (black background) and the measured AnkG fluorescence intensity (blue background), with the AnkG intensity saturated at the soma to enhance the

contrast around the AIS. The bottom plot depicts the smoothed AnkG intensity, featuring elements similar to those shown in Figure 2. Scale bar: 20 mm.
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location and the AnkGpeak is foundwith a tendency of the nodal plane to sit on the somal side of the AnkG-rich region. This suggests that the

nodal plane of the harmonic is correlated to the AnkG position even when the neurons have relatively large soma-AIS gaps creating distally

located AISs.

AIS localization in a hippocampal neuron with an atypical morphology

Our focus in this study is primarily on multipolar neurons, as they constitute the predominant population in our mouse hippocampal neuron

culture. Intriguingly, a single neuron exhibiting an atypical morphology was identified within the neuron culture. This neuron possesses a

unique and peculiar morphology characterized by a solitary axon originating from the soma, which bifurcates into two axonal branches, form-

ing a T-junction. Note here the segment between the soma and the junction point is termed the ‘‘stem axon.’’ Since harmonic analysis is

dynamically responsive to cell shape, this difference in morphology is likely to induce some changes in the resulting nodal plane location.

As such, the AIS in this neuron is expected to show signs that are distinct from those of the multipolar neurons.

Indeed, in the identified neuron with an atypical morphology, the AnkG-rich region is observed on the stem axon near the T-junction.

Notably, both the peak position and the boundary of the AnkG-rich region are more distally located from the soma compared to those typi-

cally seen in multipolar neurons (Figure 5). The distal axonal side of the AnkG-rich region extends a short distance beyond the T-junction into

the two axonal branches, while the previously observed skewness of the AnkG distribution is preserved (as seen in the lognormal fit in Fig-

ure 5E, red curve). This neuron with an atypical morphology thus serves as a comparative test for models predicting the position of the AIS

based on neuron shape.

Interestingly, in this case, the AIS position determined by the AnkG peak still matches the position of the nodal plane of the lowest-order

harmonic, which is only 7.2 mm away from the AnkG peak and lies within the AnkG-rich region. It is important to note that this difference is small

compared to the length of the AnkG-rich region (44.2 mm) and even smaller when compared to the overall neuronal path length (223.5 mm).

In neurons containing multiple AnkG peaks on distinct neurites, the nodal plane selects the correct arbor for axonal

specification

The distribution of AnkG in early-developing neurons can be diverse (3–5 DIVs) and does not always exhibit a singular well-defined peak. A

notable scenario arises when AnkG clusters are observed at the proximal regions of distinct neurites within a single neuron. Of the 214
8 iScience 27, 109264, March 15, 2024
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Figure 5. Colocalization of AIS and nodal plane in a neuron with an atypical morphology

(A) The filtered b3-tubulin fluorescence image marks the envelope of the neuron and the stem axon.

(B) The DAPI fluorescence image which stains the nucleus (bright spot) and identifies the location of the soma.

(C) The measured AnkG fluorescence, where the top 40% of high-intensity signals at the soma are saturated for better visualization of the AnkG-rich region.

(D) The AnkG fluorescence intensity evaluated on the traced neuronal skeleton, with the nodal plane of the lowest-order harmonicmarked by two opposite-facing

magenta arrows.

(E) The plot of the smoothed AnkG intensity along the nascent axon, with features plotted in the same way as those shown in Figure 2. Scale bar: 20 mm.
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analyzed neurons, 6 neurons (approximately 3% of the total) were identified to contain two major AnkG clusters on two distinct neurites (Fig-

ure 6, AnkG clusters indicated by white arrowheads in the AnkG images), and both clusters could potentially become the AIS or even form

multiple AISs in the future (we note that multiple AISs are usually observed under pathological conditions such as drug-induced actin depo-

larization or inhibition of GSK-3 beta activity9,40,41).

Despite having the AnkG clusters located on two distinct neurites, the axon-specific protein Tau was only found enriched in the distal re-

gion in one of the neurites (Figure 6, Tau fluorescence image in each panel). This suggests that only the AnkG cluster on the neurite with a

distal enriched Tau distribution will become the AIS in the future (i.e., we assume that the polarized Tau distribution signifies the real ‘‘axon’’),

while the other cluster is likely to disappear as the neuronmatures. Based on this assumption, these neuronswithmultiple AnkGpeaks located

on different neurites can serve to test the robustness of the correlation between AIS location and the nodal plane of the lowest-order har-

monic function of the neuronal cell shape.

As seen in Figure 6, it is evident that the nodal plane of the lowest-order harmonic reasonably matches with the AnkG peak on the neurite

showing a distal enriched Tau distribution in all these cases (Figure 6). Note that the calculation of the nodal plane location is solely based on

cell shape, and yet it appears to discriminate between multiple AnkG-containing neurites in these rare situations.

AIS localization in a neuron with a collateral branch emerging from the nascent axon

Another interesting scenario arises when a single neuron is identified to possess a collateral branch emerging from the nascent axon in close

proximity to the soma, as depicted in Figure 7. Notably, this collateral branch exhibits a comparable length to that of the nascent axon (the

neurite with a distal enriched Tau distribution); however, the characteristic distal enrichment of Tau is absent within this collateral branch. This

observation suggests two possibilities: either the collateral branch has yet to acquire axonal characteristics or it may develop into a dendrite in

the future. Although a weaker AnkG cluster is observed near the initiation of the collateral branch, the nodal plane specifically colocalizes with

the inner bound (closer to soma) of the major AnkG cluster along the neurite that developed a distal enriched Tau distribution.

DISCUSSION

Our results show that the location of the AnkG peak, which serves as a spatial marker of the AIS assembly site, is strongly correlated with the

nodal plane of the lowest-order harmonic function of the neuronal cell shape—a purely geometric property—for the mouse hippocampal

neurons in vitro. This suggests that an underlying mechanism exists to direct the AnkG proteins and establishment of the AIS to the nodal

plane of the lowest-order harmonic produced by the neuron shape, potentially through regulation of theAnkGmembrane partners or specific

cytoskeletal structures. It further suggests that interactions with other neurons and extracellular factors may not be the sole determining fac-

tors for AIS assembly, given that our neurons aremostly isolated. Consequently, the influence of electrical activity, which is proposed to play a
iScience 27, 109264, March 15, 2024 9
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Figure 6. Nodal plane correlates with the neurite enriched in axon-specific Tau protein in neurons with two major AnkG clusters located on distinct

neurites

In each panel, the first column shows the filtered b3-tubulin fluorescence image (green) merged with the DAPI fluorescence image (blue) (top), the AnkG

fluorescence where the identified AnkG clusters are indicated by the white arrowheads (middle), and the Tau fluorescence for which the distal axonal

distribution is evident (bottom). The first image in the second column of each panel shows the AnkG fluorescence intensity evaluated on the traced neuronal

skeleton, with the nodal plane of the lowest-order harmonic marked by two opposite-facing magenta arrows, while the bottom image in the second column

of each panel shows the smoothed AnkG intensity along the nascent axon, featuring elements similar to those shown in Figure 2. Scale bar: 20 mm.
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role in AIS localization, might be relatively limited under our experimental conditions.42,43 However, it is important to acknowledge that our

experimental conditions do not completely eliminate all potential chemical interactions among the neurons. We note that the geometry of

the neuron and the location of the AIS also influence neuronal excitability and the generation of the action potential as they control the elec-

trical properties of the neuron.44,45

The majority of the developing mouse hippocampal neurons in our dataset are multipolar. Our analysis shows that there is a match be-

tween the AnkG peak position and the nodal plane of the lowest-order harmonic, with the nodal plane lying within the estimated AnkG-rich

region for approximately 80% of the neurons. Given the highly heterogeneous population of hippocampal neurons,46 this implies that the

underlying geometry-sensing AIS localization mechanism is likely to be universal for all hippocampal neurons regardless of their functional

types. The nodal plane tends to be located closer to soma than the correspondingAnkGpeak, especially for neuronswith shorter neurites.On

average, the nodal planes have a�4 mmshift from theAnkGpeak toward the soma. Thismay suggest that the nodal plane is signaling an inner

bound (closer to soma) for AnkG clustering rather than its center (i.e., the AnkG peak).

For neurons with longer neurites, the nodal plane tends to move away from the soma relative to the AnkG peak, and several possible ex-

planations exist for this observation. One possibility is that the underlying geometry-sensing mechanism only triggers the onset of AnkG clus-

tering, and, once the process is initiated and driven by a positive feedback loop, AnkG would then stabilize itself to its current position in co-

ordination with its membrane and cytoskeletal partners. Its position thereby would no longer be tightly coupled to the neuron geometry.

Alternatively, AIS could still be coupled to neuron shape but the coupling may not be tight; i.e., there could be other age-dependent factors

that override fluctuations in the patterning system. Additionally, even if the nodal plane (AnkGassembly site) is shifted toward the axon terminal

as the neuron matures, the relocation of the AnkG scaffold toward the distal axon may be hindered by the AnkB/a2/b2-spectrin scaffold back-

filling from the axon terminal. Either possibility would reduce the strength of coupling between the AIS position and that of the nodal plane.

The correlation between the geometric property (nodal plane of the lowest-order harmonic function of the neuronal cell shape) and the

location of the AIS (AnkG peak) is robustly maintained for exceptional neuron morphologies. Our analysis of the rare cases where neurons

have multiple AnkG peaks on distinct neurites reveals that the nodal plane of the lowest-order harmonic correlates with the AnkG peak

on the neurite showing a distal enriched Tau distribution, where the latter identifies the nascent axon. Thus, the nodal plane can distinguish

the likely true axon and correctly place the AIS on this axon. Mislocalization of the AIS to dendrites can have catastrophic effects on proper

neuronal function. Here we demonstrate that neurons can potentially discriminate between AnkG-containing neurites in these rare situations

through a geometry-sensing mechanism, as this selection of the ‘‘correct’’ AIS assembly site is solely based on the shape of the neuron.

Furthermore, the colocalization of the nodal plane of the lowest-order harmonic and the AnkGpeak is observed in a neuronwith a long collat-

eral branch emerging near the soma from the nascent axon. Notably, the nodal plane exhibits a specific correlation with the inner bound of

the major AnkG cluster on the neurite, which shows an enriched Tau distribution toward the distal end. While a minor AnkG peak, smaller in

size and weaker in intensity, is present near the initiation of the collateral branch, the distal Tau enrichment is absent within this collateral

branch. These findings provide additional evidence supporting the coupling between neuronal cell shape and AIS positioning and are

also indicative that there is an interconnection between the establishment of the AIS and neuronal polarity.

Our analysis of the unique example of a neuron with an atypical morphology is particularly intriguing. The well-matched AnkG peak and

nodal plane provide strong evidence that the AIS position is dictated by the shape of the neuron. This finding adds valuable insights to our

understanding of AIS localization in different neuronal morphologies. However, we were only able to identify a single neuron of this type from

the population, so additional data are needed to determine the generality of this observation. It is worth noting that the morphology and AIS

location of this unique neuron resemble those of dorsal root ganglion (DRG) neurons, which represent one of the most extensively studied

examples of pseudo-unipolar neurons due to their primary role in transmitting sensory signals.47 Despite being less well characterized,

cultured DRG neurons also contain an AIS-like region that is located within the stem axon and enriched in AnkG, bIV-spectrin, and various

membrane partners such as NF-186 and Nav.48–50 Conducting a similar analysis in established DRG neuron cultures would be a valuable

advancement. However, such an investigation exceeds the scope of the current study.

Our ability to conduct a comprehensive analysis of the deviation between the nodal plane predictions and AISmeasurements is limited by

the accuracy of our data and its analysis. Although we have estimated the error of the nodal plane position by varying the soma compartment

volume, we believe that the error may be underestimated, since there are other factors that could contribute to observed deviations. These

factors include errors associated with AnkG peak detection, due to the diverse distributions of AnkG in early-developing neurons. Moreover,

since neurons were traced from 2D images, small variations in the perpendicular direction of neurites may have been overlooked. Addition-

ally, our model represents neurites as connected conical frustums, while in reality their shape and thickness may vary, especially near neurite

terminals where growth cones are located. Lastly, for the calculation of lowest-order harmonics, we assumed that the diffusivities of mole-

cules/proteins of interest are constant throughout the neuron. This assumption may oversimplify the real situation, as the intracellular envi-

ronment in neurons is complex.
iScience 27, 109264, March 15, 2024 11
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Figure 7. Colocalization of AIS and nodal plane in a neuron with a collateral branching from axonal shaft near soma

(A) The merged unfiltered fluorescence image of b3-tubulin fluorescence (green) and DAPI (blue).

(B) The AnkG fluorescence image.

(C) The Tau fluorescence image.

(D) The AnkG fluorescence intensity evaluated on the traced neuronal skeleton, with the nodal plane of the lowest-order harmonicmarked by two opposite-facing

magenta arrows.

(E) The plot of the smoothed AnkG intensity along the nascent axon, with features plotted in the same way as those shown in Figure 2. Note that the branchpoint,

from which the collateral branch emerges, is indicated by the black arrowhead in panels (D) and (E). Scale bar: 20 mm.
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Having established a correlation between the AIS location (and axon specification) and neuronal cell geometry, what geometry-sensing

physical mechanisms could be responsible for such a correlation? Such a systemwould be an intracellular patterning systemwhich establishes

a spatial or spatiotemporal molecular pattern controlled by the shape of the bounding cell membrane and/or cellular structures (e.g., cyto-

skeleton). Experimental observations have demonstrated that themechanism establishing neuronal polarity is dynamic in vitro.6,8–10 Although

the corresponding dynamics of the AIS in these experiments remains elusive, our observations on neurons containing multiple AnkG peaks,

combined with the fact that AIS regenerates in vivo,12,13 lead us to believe that the assembly of the AIS is coupled to the establishment of

neuronal polarity in a yet-to-be-determined manner.

Several mathematical models have been proposed to explain the establishment of neuronal polarity. One class of models involves the

active transport of various molecules in addition to a reaction-diffusion system.51–53 While these models can respond dynamically to changes

in neuron shape, they cannot explain the formation of the AIS, at least not in a clear way.One possible approach to account for AIS positioning

in these models is to introduce components that sense chemical concentration gradients down the axon. However, this would require fine-

tuning of the concentration threshold for the AIS assembly as the axon grows; thus the robustness of such a mechanism is subject to

questioning.

On the other hand, reaction-diffusion systems with a local activation-global inhibition mechanism or Turing patterning mechanisms have

also been proposed for establishment of neuronal polarity,54–56 albeit only at a conceptual level or through studies using simplified toy neuron

models. While active transport dominates over long distances and timescales that are important for mature neurons, it is not necessarily

required for pattern formation in immature/developing neurons. In addition, the existence of active transport-based mechanisms does

not rule out the possibility of a Turing mechanism operating in parallel with or preceding it during early neuronal development. Regardless

of the complexity of specific Turing patterning systems, they share common features in being coupled to the cell shape and size. According to

linear instability analysis, the Turing pattern generally arises as a linear combination of the first few lowest-order harmonic modes, which are

determined by the cell shape.34,35

To date, the bacterial Min proteins constitute the best-characterized model system for studying intracellular Turing patterning mecha-

nisms that establish the location of a major cellular structure: the cell division ring in the case of the Min system.32,57,58 In this system, the

Min proteins dynamically create a spatiotemporal concentration pattern that oscillates from pole to pole in rod-shaped cells59 inhibiting

cell division (FtsZ-ring formation) at the poles, thus localizing the cell division plane to the center of the cell.60,61 The Min patterning system

can be regenerated in vitro using only two proteins: a membrane-binding ATPase, MinD, and its activator, MinE, where the ATPase reaction

controls whetherMinD is cytosolic or membrane bound.62 The pattern formed by theMin system is dynamically dictated by the geometry and

size of the cell,63 in which the division plane placement can be predicted by the nodal plane of the lowest-order harmonic function of the cell
12 iScience 27, 109264, March 15, 2024
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shape.34 Recently, an intracellular patterning system that senses cell size and shape has been implicated in regulating cell division plane

placement in pleomorphic archaeal cells.33 Other protein systems have been shown to generate oscillating spatial patterns in archaea.64

Thus, it is evident from these examples that Turing patterning mechanisms can provide a direct link between the nodal plane of the

lowest-order harmonic and the localization of intracellular structures like the cell division ring.

Although neurons do not divide, we speculate that a similar intracellular patterning system could be in place to regulate AIS assembly. In

neurons, one candidate system that is potentially Turing-like and involved in the establishment of neuronal polarity or AIS localization is the

Par3/Par6/aPKC system,65 which has also been shown to play a role in establishing apical-basal polarity of epithelial cells.66

Can a Turingmechanism account for the establishment of axonal polarity and AIS localization in developing neurons? Neurons differ from

archaea and bacteria in that they do not undergo cell division and renewal and can grow to lengths ranging from amillimeter to over a meter,

depending on the type of neuron, which is many times larger than their immature forms. Since the modes of a putative Turing pattern are

coupled to the neuron’s dimension, it begs the question of why higher-order Turing modes in mature neurons do not cause the formation

of multiple AISs. One solution to this dilemma is that, once neuronal polarity is established, this polarization prevents the formation of addi-

tional AIS-like structures. While the nodal planes of higher-order harmonics modes can occur on different neurites, it is unlikely that the for-

mation of a new AIS can occur on dendrites due to a lack of the necessary submembranous actin/spectrin scaffold in the dendritic compart-

ment after polarity has been established. On the other hand, if such putative higher-order nodal planes were to be located on the axon, the

formation of a new AIS would be blocked due to the occupancy of AnkB along the axon. AnkG and AnkB aremutually exclusive, meaning that

AnkB would prevent AnkG from being localized to the same area. Thus, once the cortical actin-spectrin structure is formed, it likely locks in

both the axonal compartment and the AIS location.

Another possibility is that the putative underlying Turing system is dynamically regulated and is only responsible for the onset of AIS for-

mation. Once the AIS andmolecular sorting mechanisms are properly established in the mature neuron, the Turing systemmay be turned off

through age-dependent regulation or a feedbackmechanism. This is also consistent with the fact thatmature neurons tend to lose their ability

to regenerate a new axon after axotomy. However, these are just speculations at this stage.

Currently, our understanding of the AIS assembly is limited, and there is still much to learn about the underlyingmechanisms. The proteins

involved in these processes remain unclear, but the nature of the Turing mechanism could help to narrow down the scope of potential can-

didates. For a Turing pattern to form, energy input is required to drive the system away from equilibrium, and there has to be a significant

difference in diffusivities. The former usually means one of the proteins in the system should be an ATPase or a GTPase, where the nature

of the bound nucleotide (nucleoside triphosphate (NTP) versus nucleoside diphosphate (NDP)) controls binding to themembrane or the cyto-

skeletal scaffold, thus coupling changes in diffusion coefficient to the bound nucleotide state (NTP or NDP) which is controlled via the enzy-

matic activity. We note that the Par3/Par6/APC system meets these required properties.

Based on our current results, we speculate that a dynamic intracellular patterning system such as a Turing or reaction-diffusion system

could provide the universal mechanism involved in directing AIS assembly to the proximal axon, regardless of neuron type. However, a larger

dataset is required to support this argument. To further confirm these results, future studies using 3D time-lapse fluorescencemicroscopy will

help to increase the accuracy of our analysis and characterize the dynamical response of the AIS as the neuron matures or as neuronal

morphology changes.
Limitations of the study

One limitation in extending the high-throughput AIS localization analysis to organized tissue, such as organotypic slices and in vivo studies, is

the requirement for intact, isolated neuronal morphology. While achieving this is feasible with state-of-the-art tissue clearing techniques, as

reviewed by Ueda et al.,67 it demands significant additional effort. It is crucial to note that the current study exclusively focuses on mouse

hippocampal neurons. Further investigation is needed to determine whether the same correspondence between AIS localizations and nodal

planes exists across all neuron types and animal models. Moreover, although we propose the Turing patterning system as a potential mech-

anism dynamically governing the localization of AIS assembly, it may not be the only mechanism that can reproduce the observed correspon-

dence. Lastly, with the current experimental setup, albeit excluding neurons with direct physical contact with other cells, there remains a pos-

sibility of extracellular stimuli affecting AIS assembly for the analyzed neurons. This could occur through the transmission of signals via growth

medium. Therefore, to validate the findings of the present study, future research should employ more advanced techniques aimed at fully

isolating individual neurons.
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11. Gomis-Rüth, S., Wierenga, C.J., and Bradke,
F. (2008). Plasticity of polarization: changing
dendrites into axons in neurons integrated in
neuronal circuits. Curr. Biol. 18, 992–1000.
https://doi.org/10.1016/j.cub.2008.06.026.

12. Kiryu-Seo, S., Matsushita, R., Tashiro, Y.,
Yoshimura, T., Iguchi, Y., Katsuno, M.,
Takahashi, R., and Kiyama, H. (2022).
Impaired disassembly of the axon initial
segment restricts mitochondrial entry into
damaged axons. EMBO J. 41, e110486.
https://doi.org/10.15252/embj.2021110486.

13. Marin, M.A., de Lima, S., Gilbert, H.Y., Giger,
R.J., Benowitz, L., and Rasband, M.N. (2016).
Reassembly of Excitable Domains after CNS
Axon Regeneration. J. Neurosci. 36, 9148–
9160. https://doi.org/10.1523/jneurosci.
1747-16.2016.

14. Evans, M.D., Tufo, C., Dumitrescu, A.S., and
Grubb, M.S. (2017). Myosin II activity is
required for structural plasticity at the axon
initial segment. Eur. J. Neurosci. 46, 1751–
1757. https://doi.org/10.1111/ejn.13597.

15. Abouelezz, A., Stefen, H., Segerstråle, M.,
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Secondary Antibody, Alexa Fluor� 488

ThermoFisher Cat#A-21202; RRID: AB_141607

Donkey anti-Rabbit IgG (H + L) Highly Cross-Adsorbed

Secondary Antibody, Alexa Fluor� 555

ThermoFisher Cat#A-31572; RRID: AB_162543

Goat anti-Chicken IgY (H + L) Secondary Antibody,

Alexa Fluor� 647

ThermoFisher Cat#A-21449; RRID: AB_2535866

Chemicals, peptides, and recombinant proteins

Poly-D-lysine hydrobromide Sigma-Aldrich Cat#P0899

Hanks balanced salt solution Sigma-Aldrich Cat#H4641

Deoxyribonuclease I from bovine pancreas Sigma-Aldrich Cat#DN25

Trypsin solution from porcine pancreas Sigma-Aldrich Cat#T4549

DMEM, high glucose, no glutamine ThermoFisher Cat#11960069

Fetal Bovine Serum, certified, United States ThermoFisher Cat#16000044

Neurobasal� Medium ThermoFisher Cat#21103049

B-27� Supplement (50X), serum free ThermoFisher Cat#17504044

GlutaMAX� Supplement ThermoFisher Cat#35050061

DAPI ThermoFisher Cat#D1306

Experimental models: Organisms/strains

C57Bl/6J mice Animal Resource Center

(ARC)

ARC has now been acquired by

Ozgene ARC

Software and algorithms

MATLAB Version 2019b MathWorks https://www.mathworks.com/

Vaa3D Howard Hughes Medical

Institute (Peng et al.68)

http://home.penglab.com/proj/

vaa3d/home/index.html

Other

NeuronHarmonicAnalysis This paper https://github.com/ZhuangGitRepo/

Neuron_AIS_Analysis
RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources related to this study should be directed to, and will be fulfilled by, the lead contact Paul Curmi

(p.curmi@unsw.edu.au).

Materials availability

This study did not generate new unique reagents.

Data and code availability

� All data reported in this paper will be shared by the lead contact upon reasonable request.
� All original code has been deposited at https://github.com/ZhuangGitRepo/Neuron_AIS_Analysis.
� Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.
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EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Animals

Procedures involving animals were conducted in accordancewith national and international guidelines and approvedbyMacquarie University

Animal Care and Ethics Committee. Time-mated C57BL/6J mice were acquired from the Animal Resource Center (Perth, Australia). Upon

delivery, pregnant damswere housed in ventilated cageswith ad libitum access to food andwater andmaintained on a 12-h light cycle. Eutha-

nasia by cervical dislocation was carried out at gestational day 16.

METHOD DETAILS

Culture of hippocampal neurons

Low-density mouse hippocampal neurons were prepared as per the protocol.37 In short, the hippocampi were dissected from the brains of

mixed gender embryonic mice at embryonic day 16 (E16) and dissociated by mechanical trituration after enzymatic exposure to trypsin and

DNase I (Sigma-Aldrich). Hippocampal neurons were plated and immobilized at a density of 5,000 cells/coverslip on PDL-coated 13mmglass

coverslips in 12 well plastic plates (Corning) in Dulbecco’s Modified Eagle Medium (DMEM, ThermoFisher) with 10% fetal bovine serum (FBS,

ThermoFisher). A cortical support ring of 150,000 cells/100 mL was plated in a ring around the perimeter of the well to provide trophic support

for the growth of the hippocampal neurons. Cultures were maintained in neurobasal media supplemented with 2% B27 supplements and

2 mM Glutamax (ThermoFisher) at 37�C and 5% CO2.

Immunocytochemistry

Hippocampal cultures were fixed at 3, 5, 7 and 10 days in vitro (DIV) with 4% paraformaldehyde (PFA) for 15 min at room temperature before

permeabilization with 0.1% Triton X-100 in PBS for 5 min. Cells were then blocked in 2% FBS in PBS. Incubation with primary antibodies was

overnight at 4�C: mouse anti-ankyrin G (1:500, Abcam), rabbit anti-Tau (1:40,000, rPeptide), chicken anti-b3 tubulin (1:300, Merck). Prior to

addition of the secondary antibodies, coverslips were washed 5 times with PBS. Coverslips were then incubated with secondary antibodies

for 1 h at room temperature. All secondary antibodies were diluted to a concentration of 1:500 (ThermoFisher): donkey anti-mouse Alexa 488,

donkey anti-rabbit Alexa 555, and goat anti-chicken Alexa 647. Primary and secondary antibodies were diluted in the blocking solution. After

secondary antibody incubation, coverslips were washed 5 times with PBS and DAPI (1:1000) was added for 30 min at RT. Coverslips were then

mounted on glass slides using DAKO mounting media and imaged using a 203 air objective on an Axio Scan Z1 slide scanner microscope

(Zeiss) and a 603 oil objective on a BX51 microscope (Olympus).

High-throughput neuron shape detection

The microscope images of the mouse hippocampal neurons were analyzed using MATLAB. The original multi-channel images of the neuron

coverslips (38,2493 38,813 pixels) were first split into 5 3 5 tiles. The b3-tubulin channel of each tiled image was then preprocessed using a

top-hat transformwith a disk-shaped structuring element with a radius of 30 pixels for the kernel. Individual neurons were identified through a

thresholding-based binarization of b3-tubulin images, followed by the application of the ’bwconncomp’ function in MATLAB. Subsequently,

the binarized neuron shapes underwent dilation using a disk-shaped structuring element with a radius of 7 pixels (pixel size = 325nm). The

resulting filtered b3-tubulin images for neuronal tracing were generated by extracting the regions corresponding to the dilated neuron

shapes from the original b3-tubulin images.

Meanwhile, the DAPI channel was also thresholded by the average background DAPI intensity. There were generally two ways that the

neurons could be in physical contact with each other: the neurites of two separate neurons could intersect, or they could bundle together;

occasionally, closely clustered somas were also observed. Using the DAPI signal, neurons that exhibited interactions with background objects

or unspecified cells were excluded from the dataset unless they met specific criteria. These conditions stipulated that a single neuron must

occupy a minimumof 10,000 pixels and contain precisely one nucleus. Furthermore, the pixel area of its nucleus had to fall within the range of

200 to 3,000, and the circularity of neurons had to be less than 0.25. Circularity in this study is defined as C = 4 � p � A=P2, where A and P are

the area and parameter of the extracted neuron shape, respectively.

Care was taken to ensure the isolated neurons were appropriate for automated neuronal tracing, as the quality of the reconstructed neurons

is directly linked to the quality of the extracted neuron images. Apart from touching neurons, therewere other issues associatedwith the isolated

neurons that could affect the subsequent neuronal tracing. For example, the neurites from the same neuron could form ‘loops’ by interfering

with themselves. Neurons exhibiting this kind of morphology posed challenges for accurate tracing, primarily stemming from difficulties in pin-

pointing the intersection points. Some early-developing neurons also had a large growth cone located at the terminal end of the nascent axon.

Unlike the nearly cylindrical neurites, the thickness generally varies across the thin growth cone and its precise morphology cannot be deter-

mined without the use of more advanced 3D fluorescence microscopy. Because the images of the neuronal cultures were collected using an

automated scanning system, there was less control over the image acquisition process. Subsequently, some regions on the coverslip were

out of focus and appeared blurry. Neuronal tracing from these blurry imageswould lead to neuronswith incorrect 3D reconstruction. To address

this issue, we define an image quality metric that quantifies the sharpness of images as follows: for an image I of size m � n, let F½I� be the

centered Fourier transform of the image I, and FM denote the magnitude spectrum of F½I�. We choose a threshold value of

T = maxðFMÞ=1000 and compute the total number of pixels in FM whose pixel values are greater than the threshold T , denoted as SH (number

of high-frequency components). The image blurriness is then calculated by the equation B = SH=ðm � nÞ:
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To properly handle the issues discussed above, a hierarchy of filters was set to ensure the quality of the final isolated neurons: neurons

containing loops were identified using the ‘regionprops’ function; neurons with a large growth cone were determined by applying the

Euclidean distance transform (‘bwdist’ function) to the binary image of the extracted neuron shape, and then checking whether it contained

a local maximum with a value comparable to that of the soma in the transformed domain; isolated neuron images were classified as ‘blurry’ if

their blurriness value is less than 0.02. The neuron images that met any of the conditions above were removed from the subsequent analysis,

while unhindered, clear isolated neuron images were output into separate tiff files. After generating the output images, a manual inspection

was conducted to ensure their quality.
Semi-automated neuronal tracing

Neuronal tracing of individual neurons from the output tubulin images was carried out through the all-path-pruning 2.0 (APP2) algorithm.69

The algorithm consists of three steps: in the first step, the gray-weighted distance transform (GWDT) of the input image is computed, and the

soma is detected by finding the position with the maximum distance-transformed value; a fast-marching-based algorithm then uses this esti-

mated soma position as the seed to construct an initial, over-reconstruction of the traced neuron; this initial reconstruction is followed by a

hierarchical pruning process to remove the redundant segments, which produces a final succinct representation of the neuron. In this work,

the following parameters were used for the APP2 algorithm: GWDT, auto-background thresholding, and resampling of the neuronal skeleton

were enabled whereas downsampling and gap joining were disabled, and the threshold for the minimal segment length was set to 3 pixels

(�1 mm). The individual neuron images were batch processed by implementing the Vaa3DAPP2 plugin68 from theMATLAB interface, and the

morphological data of the final reconstruction were stored in SWC format. The output SWC files were inspected, and any files that did not

yield desirable reconstructions were re-traced by fine-tuning the threshold parameters.
Neuron model and computation of the lowest order harmonic

Neuron shape embedded in the SWC format is defined by a set of points fsi = ði; xi; yi; zi; ri; jÞji; j ˛ f1; 2;.;Mg; xi ; yi ; zi; ri ˛R; i < jg in the

6-dimensional space, where each point si is a sphere with center ðxi ; yi ; ziÞ and radius ri. Here, M is the total number of skeletal points con-

tained in the SWC file and s0 is the fictitious point defining the root of the neuronal tree. There is only one parent point sj associated with each

point si to avoid the formation of loops. In this way, each pair of adjacent points define a unique conical frustum-shaped segment, in which the

upper and lower base radii of the frustum are given by the radius at the corresponding skeletal points. For ease of mathematical formulation,

the neuronmodel is compartmentalized such that each skeletal point defines the center of a unique compartment approximated as the union

of the closest half-frustums formed with the centers of its adjacent compartments (half-frustums defined by the domains enclosed by the sur-

face of the conical frustum and the bisecting plane of the line segment connecting the two points), a schematic of this compartmentalization is

shown in Figure S6A. In this way, we avoid introducing new points to the system and dealing with the flux at the branching points. Given a

compartment i and one of its adjacent compartments j, let Vi ,dij andAij denote the volume of compartment i, the Euclidean distance between

the two centers of the two compartments and the area of the circular boundary between the two compartments. We show that the eigenfunc-

tions of the Laplace-Beltrami operator with the homogeneous Neumann boundary condition can be approximated by the corresponding

eigenvectors of a negative Laplacian matrix L that encodes geometric information of the neuronal shape (see SI for the derivation and

validation):

Lij =

8>>>>>><
>>>>>>:

X
k�i

Aik

Vidik
; if i = j; fi; kg connected

� Aij

Vidij
; if i � j; fi; jg connected

0 otherwise

(Equation 1)

Note that the homogeneous Neumann boundary conditions at the terminal points of axon and dendrites were implemented via the stan-

dard ghost point method. The Laplacian matrices were constructed in MATLAB. The lowest order spatial harmonic was evaluated at the skel-

etal points using the ’eig’ function. Subsequently, the nodal plane was determined by performing linear interpolation of the lowest order har-

monic along the edges of the mesh/skeleton and determining the position of the zero-crossing point along the skeletal/mesh edges. This

discrete Laplacian approach was validated by comparing the lowest order harmonics with those calculated using the finite element method

on a three-dimensional volumetric neuron mesh (see Figure S6 for details).
Analysis of AnkG cluster

For ease of analysis, the intensity of labeled AnkG was first estimated at the skeletal points from the fluorescence images. Due to the limited

pixel resolution of the neuronal image, the skeletal points were not always perfectly aligned to the center of the neurites. Besides, there were

additional fluctuations in intensity across the width of the neurites. For these reasons, a direct mapping of pixel intensities at the skeletal

pointsmay not be suitable as it could induce extra noise and further complicate the results. Tominimize these effects, the followingprocedure

was used: the pixel intensities were evaluated along the line segment perpendicular to the skeletal segments, this signal was then smoothed

by fitting with a Gaussian function, and the intensity at the skeletal point was estimated as the peak value of the fitted curve. The averaged
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peak value was used in the case where there were multiple skeletal segments associated with a single skeletal point (e.g., bifurcation points

like soma and branch points).

To detect the location of the AnkG peak along the nascent axon, the AnkG signal along the nascent axon was smoothed using a moving

average filter with a window size of 3–8 mm (depending on the noise level of the signal) and the region of the major AnkG peak of interest was

fitted with a shifted lognormal function of the form

IAnkGðxÞ =
a

x
exp

 
� lnðxÞ � m2

2s2

!
+b; (Equation 2)

using the least squares method. Where x is the path distance to the soma center and the parameters fa;b;m;sg are all determined from

the fit. The peak location was calculated as expðm � s2Þ, and the height of the peak is given by the height of the lognormal function without

the vertical shift, i.e., hp = a,expðs2 =2 � mÞ. The length of the AnkG-rich region is defined as the full width at quarter maximum (FWQM)

of the unshifted lognormal function, where the boundaries of the region are given by

x = exp
�
m � s2 G

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2s2 ln 4

p �
: (Equation 3)

Wedefined that an AnkGpeakmust have a peak height of 100 pixel value (intensity) and awidth of greater than 10 mm to be included in our

data processing.
Derivation of the discrete laplacian

In spite of the high accuracy achieved by computing Laplace-Beltrami eigenfunctions using the finite element method (FEM), its suitability for

high-throughput analysis involving a large number of neurons is limited. This limitation primarily arises from the considerable challenge of

generating high-quality, watertight neuronal meshes from SWC files. The intricate geometry of neurons often results in volumetric meshes

that are difficult to handle on standard personal computers due to limited memory. Additionally, existing neuronal mesh generation tools

typically demand substantial manual effort for mesh repair and refinement prior to use, which makes the process extremely time-consuming.

To address these computational limitations, we developed an alternative approach where the Laplace-Beltrami operator was approximated

using a discrete Laplacian operating on the skeletal points of the neuronal structure. Although this approximation resulted in reduced accu-

racy of the eigenspectra and associated eigenfunctions, it significantly alleviated the computational effort required for their computation. In

the following section, we provide a detailed derivation of this discrete Laplacian based on the connected conical-frustum representation of

the neuron (see Figure S6A).

Considering a compartment defined by the bounded domainUi, with its center si and one of its adjacent compartmentsUj with center sj,

we denote the circular cross-section of the frustum connecting Ui and Uj , oriented parallel to its bases and positioned at the middle of the

long axis, as vUij. The area of this circular cross-section is denoted asAij, which is the same asAji. Recall that the bounded domainUi is defined

the union of half-frustums formed with its adjacent centers. Assume there are N compartments adjacent toUi, and the corresponding circular

cross-sections between these compartments are denoted by fvUi1;vUi2 .;vUiNg, with respective areas fAi1;Ai2 .;AiNg, and outward point-

ing unit normal vectors fni1;ni2;/;niNg. It is important to note that these cross-sections are not physical membranes but rather part of the

intracellular space, allowing particles to freely diffuse across them. Conversely, the homogeneous Neumann boundary condition is applied

to the lateral surface, representing the impermeable plasma membrane of the neuron. We denote this lateral surface as vUlat;i , with the out-

ward pointing unit normal vector nlat;j. By considering the integral form of the diffusion equation in a particular compartment Ui, we have the

following equation:

Z
Ui

vtuidV = Di

XN
j = 1

0
B@ Z

vUij

Vnij u
��
vUij

ds +

Z
vUlat;j

Vnlat;j u ds

1
CA; (Equation 4)

where vt is the partial derivative with respect to time t, and Vnu = Vu,n is the directional derivative describing the rate at which u changes in

the direction n. Under the assumptions of the homogeneous concentration in the perpendicular plane along the long axis of the conical

frustum, and the constant diffusion constant D in all compartments, the second integral on the right-hand side of the equation vanishes

and we obtain:

Z
Ui

vtuidV = D
XN
j = 1

AijVnij u
��
vUij

: (Equation 5)

To further simplify the equation, we approximate the mean particle concentration ui in Ui as

ui =
1

Vi

Z
Ui

uidV ; (Equation 6)
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and approximate the boundary flux across the surface vUij as

Vnij u
��
vUij

=
uj � ui

dij
; (Equation 7)

where Vi is the total volume ofUi, and dij =
��sj � si

�� is the Euclidean distance between the centers of the two compartments. Assume that ui
is well-behaved that we can reverse the order of integration. Using Equations 5, 6, and 7 simplifies to

vtui =
D

Vi

XN
j = 1

Aij

dij

�
uj � ui

�
: (Equation 8)

Suppose that the neuron is described by a total ofM compartments, the system of Equation 4 for the multi-compartmental neuron model

can be written in matrix form as

vtu = � DLu; (Equation 9)

where u = ðu1; u2;.;uMÞ is the column vector of the morphogen concentrations at the corresponding compartment and L is the discrete

Laplacian matrix given by

Lij =

8>>>>>><
>>>>>>:

X
k�i

Aik

Vidik
; if i = j; fi; kg connected

� Aij

Vidij
; if i � j; fi; jg connected

0 otherwise

(Equation 10)

Numerical validation of the discrete laplacian approach

For the purpose of validation, a comparison was conducted between the lowest order spatial harmonics obtained using the discrete Laplacian

approach and the standard FEM for cultured neurons. In the discrete Laplacian approach, the Laplacian matrix was constructed using

MATLAB 2016b (MathWorks), and the lowest order harmonic was computed at the skeletal points using the ’eig’ function. For the FEM,

the computation of the spatial harmonic involved several steps. Firstly, the traced neuronal structure was scaled up by a factor of 10, and

a triangle surface mesh was generated using the ’marching cubes’ algorithm.70 Subsequently, 10 iterations of tangential smoothing and

30 iterations of geometric smoothing were performed using ’shapeDNA’.71 The resulting surface mesh was then simplified to 50k vertices

using quadric error metrics72 and repaired using Nettfab (Autodesk Fusion 360 V.2.0.12392). Finally, a tetrahedral volume mesh was created

using Gmsh 4.9.573 based on the surface mesh, followed by refinement using the Optimize 3D and Optimize 3D(Netgen) functions. In Fig-

ure S6C, we compare the lowest order harmonics solved using both the FEM (top-left) and the discrete Laplacian approach (top-right).

The sign diagrams reveal a slight shift of the nodal plane position toward the soma (�5 mm) in the discrete Laplacian solution compared

to the FEM solution. However, the solutions exhibit overall qualitative similarity. Figure S6D further emphasizes the similarity between the

FEM solution (blue) and the discrete Laplacian solution (orange) as the solutions are projected onto the Y axis. This provides further validation

for the effectiveness of our discrete Laplacian approach.

Impact of soma shape on nodal plane position

While constructing the discrete Laplacian to evaluate the lowest order harmonics, the digitally traced neurons are compartmentalizedwith the

soma compartment treated as a solid sphere. However, this simplification raises concerns about the accuracy of the model since the actual

volume of the soma compartment depends on the deformation of the membrane in that region. Moreover, the impermeability of the nucleus

within the soma to certain proteins ormolecules, particularly those with amolecular mass greater than approximately 50kDa,74,75 further com-

plicates themodel. As this wouldmean that a fraction of the intracellular space in the soma is occupied, resulting in a reduced compartmental

volume and distorted diffusive path within the soma.

Proper modeling of these effects would require a three-dimensional characterization of neuronal morphology, which is currently unavai-

lable. To provide a coarse-grained estimation of the uncertainties associated with the position of the nodal plane, we investigated how the

nodal plane position changes relative to its original position when the volume of the soma compartment (Vsoma) is increased or decreased by

20%. The resulting shifts of the nodal plane are depicted in the histogram (Figure S7A). We found that a decrease in soma volume causes the

nodal plane to shift toward the distal axon (red), while an increase in soma volume leads to a shift in the opposite direction toward the soma

(violet). Most of the absolute shifts of the nodal plane are less than 5 mm, which are negligible compared to the overall size of the neuron

(within 2% of the neuronal path length, see Figure S7B). Consequently, although themorphology around the soma is not accurately modeled,

it does not significantly affect the calculation of the spatial harmonics. Therefore, we believe that the position of the nodal plane is reasonably

estimated.

QUANTIFICATION AND STATISTICAL ANALYSIS

No statistical analysis is used.
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