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A B S T R A C T   

Covid-19 (Coronavirus Disease-2019) is the most recent coronavirus-related disease that has been announced as 
a pandemic by the World Health Organization (WHO). Furthermore, it has brought the whole planet to a halt as a 
result of the worldwide introduction of lockdown and killed millions of people. While this virus has a low fatality 
rate, the problem is that it is highly infectious, and as a result, it has infected a large number of people, putting a 
strain on the healthcare system, hence, Covid-19 identification in patients has become critical. The goal of this 
research is to use X-rays images and computed tomography (CT) images to introduce a deep learning strategy 
based on the Convolutional Neural Network (CNN) to automatically detect and identify the Covid-19 disease. We 
have implemented two different classifications using CNN, i.e., binary and multiclass classification. A total of 
3,877 images dataset of CT and X-ray images has been utilised to train the model in binary classification, out of 
which the 1,917 images are of Covid-19 infected individuals . An overall accuracy of 99.64%, recall (or sensi
tivity) of 99.58%, the precision of 99.56%, F1-score of 99.59%, and ROC of 100% has been observed for the 
binary classification. For multiple classifications, the model has been trained using a total of 6,077 images, out of 
which 1,917 images are of Covid-19 infected people, 1,960 images are of normal healthy people, and 2,200 
images are of pneumonia infected people. An accuracy of 98.28%, recall (or sensitivity) of 98.25%, the precision 
of 98.22%, F1-score of 98.23%, and ROC of 99.87% has been achieved for the multiclass classification using the 
proposed method. On the currently available dataset, the our proposed model produced the desired results, and it 
can assist healthcare workers in quickly detecting Covid-19 positive patients.   

1. Introduction 

Coronaviruses are a family of viruses that can infect both animals 
and humans. These viruses are surrounded by protein spikes which gives 
it an illusion of a crown and crown in Latin means “corona” [1]. Hence, 
these viruses are named Coronaviruses. It can cause common colds, flu, 
fever, and other illnesses in humans, as well as more severe diseases like 
SARS-Cov (Severe Acute Respiratory Syndrome-Coronavirus) and MERS 
(Middle East Respiratory Syndrome) [2]. MERS was discovered in Saudi 
Arabia in 2012, and SARS-Cov was first found in China in 2003. Corona 
virus outbreak-2019 is the current coronavirus-caused disease. In 
December 2019, health institutions of Wuhan city in the Hubei province 
of China reported several unknown pneumonia cases [3]. Institutions in 
China confirmed on January 7, 2020, that the viral pneumonia cases 
were caused by a novel coronavirus, which then spread around the 
world. The outbreak was classified as a pandemic on March 11, 2020 by 
World Health Organisation(WHO) [4,5]. Up till now the SARS-Cov-2 has 

globally infected 16,18,46,189 people and caused 33,59,004 deaths. 
Behind heart disease and cancer, the age-adjusted death rate rose by 
15.9% in 2020, making Covid-19 the third leading cause of death in the 
U.S and not only that, in just eight weeks, the new Covid-19 epidemic 
has become India’s second-principal cause of mortality, claiming the 
lives of 2,600 people a day, or 18,271 per week. Covid-19 has spread all 
over the world, killing a plenty of people. The confirmed cases have been 
continuously escalating, however the real magnitude of the initial 
outbreak in 2020 is not known because the testing was normally not 
available at that time [6]. 

In 2019, the most prevalent method for assessing coronavirus disease 
is real-time reverse transcription-polymerase chain reaction (RT-PCR), 
however it is insensitive and can occasionally result in false negatives. 
Due to which detecting Covid-19 in the early stage becomes difficult. 
Also, as this disease is highly contagious, it has overburdened the 
healthcare systems all over the world. Hence, radiological imaging of 
patients can be very helpful in examining the patients. Radiological 
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imaging of the chest, such as CT and X-ray, is important in the early 
identification and cure of Covid-19 [7]. The most common findings in X- 
rays are ground glass opacities, strides or lines etc, and the most com
mon findings in CTs are ground glass opacities, solid white consolida
tions, crazy paving patterns etc [8,9]. These image findings in 
combination with laboratory examinations can be very helpful in 
detecting Covid-19 [10]. 

The use of Artificial Intelligence (AI) is growing rapidly. It is already 
used in cybersecurity, manufacturing, education, and logistics. Now, it is 
also being used in the healthcare sector for the prediction, detection, and 
classification of diseases with the help of radiological imaging. The 
significant trend of AI in medical and healthcare is using deep learning. 
Radiologists and scientists are concentrating on deep learning tech
niques to discover imaging characteristics from CTs and X-rays of the 
disease. Deep learning has transformed automated disease detection and 
management by correctly examining, recognizing, categorizing patterns 
in medical images [11]. 

Detection and classification of Covid-19 can be achieved with either 
by manual detection or by automatic detection. Manual detection 
majorly includes taking RT-PCR, isothermal amplification test, rapid 
serological test, etc. but the problem with manual detection is.  

• Sparse availability of testing kits.  
• It is a costly detection method, i.e., not everyone can afford it.  
• Most of the manual detection tests take about 5–6 hours to generate 

the results and those which give results within minutes are not 
reliable as they are insensitive and sometimes can yield false 
negatives.  

• The most important thing to remember is that Covid-19 is extremely 
infectious and can infect healthcare workers while manually diag
nosing the patients. The lives of healthcare workers are also in 
jeopardy, and the system is overburdened [12]. 

It’s now clear that the Covid-19 outbreak has placed a strain on our 
already stretched healthcare services and there is an exponential growth 
in the number of infected people around the world. The articles dis
cussed in Section 2 provides sound advice on how to use AI and tech
nology to combat the pandemic. The objectives of this research are:  

• To accurately detect and classify Covid-19 disease from normal 
(healthy) and pneumonia patients.  

• For checking the generalizability of the method, developing a larger 
dataset which includes both X-rays and CTs.  

• To achieve a higher value of performance measures for both binary 
as well as multiclass problems.  

• To calculate all the performance measures and compare the different 
parameters of the proposed technique to those of current techniques. 

2. Literature survey 

The need for automated identification of Covid-19 is urgent, and it 
can be accomplished using AI-based solutions. The accomplishments of 
deep learning based techniques in automated detection of the disease in 
the healthcare sector and quick enhancement in the Covid-19 cases have 
demanded the need for deep learning-based detection systems. Recently, 
many scientists have utilized images for the diagnosis of Covid-19 [13]. 

In [14], Narin et al. utilized transfer learning to consolidate three 
binary classification with four classes. This investigation looked at five 
pre-trained convolutional neural networks based models (InceptionV3, 
ResNet50, ResNet152, Inception-ResNetV2, and ResNet101) for dis
tinguishing Covid-19 and pneumonia tainted patients utilizing chest X- 
ray radiographs. Among the five models tested, the pre-trained Resnet- 
50 model delivers the best classification results. 

Maghdid et al. built a simple ConvNet and tweaked an AlexNet 
model that had already been trained using a dataset that included both 
X-rays and CTs, the authors utilised both deep learning and transfer 

learning techniques. This study indicated that using transfer learning, 
the used model can provide accuracy of up to 98% and 94.1% using the 
modified CNN [15]. 

Apostolopoulos et al., used two datasets on transfer learning, one 
containing 224 images of Covid-19 and another contaning 224 images of 
Covid-19 disease. The best specificity, accuracy, and sensitivity scores 
obtained were 96.46%, 98.66%, and 96.78%, respectively [16]. Ozturk 
et al. recommended a binary (Covid-19 vs. no-disease) and multi- 
classification (Covid-19 vs. No-Disease vs. Pneumonia) model. DarkCo
vidNet is the name of the model, and it gave a classification accuracy of 
98.8% for binary classes and 87.2% for multi-class categories [17]. 
Panwar et al. used the transfer learning method of nCOVnet and VGG16 
was used to detect patients of Covid-19 using X-ray [18]. Vaid et al. 
suggested a method with a 96.3% accuracy based on transfer learning 
and patient’s chest X-rays [19]. 

In [20], Majeed et al. proposed simple 4 layer CNN, which was 
compared to 12 pretrained CNNs for classification and detection of 
Covid-19 (Vgg19, ResNet101, GoogleNet, InceptionResNetV2, 
ResNet50, SqueezeNet, Vgg16, Densenet201, Xception, ResNet18, 
Alexnet, InceptionV3). The authors justified the results with the help of 
CAM (Class Activation Mapping). This paper was based on binary clas
sification and multiclass classification having 4 categories – normal or 
no-infection, Covid-19, viral pneumonia, and bacterial pneumonia. For 
the first type of classification (normal vs Covid-19) their model achieved 
a sensitivity of 93.15% and specificity of 97.86%, for the second type of 
classification (Normal vs Covid-19 vs Viral) their model achieved a 
sensitivity of 91.78% and 99.05% (for Covid-19 cases only) and for the 
third classification (Covid-19 vs Viral vs Bacterial pneumonia), the 
model gave a sensitivity of 94.52% and specificity of 99.35% (for Covid- 
19 cases only). 

In [21], Shibly et al. developed a VGG-16 Network based Faster 
Region Framework for the diagnosis of Covid-19 with the aid of X-ray 
images from Convolutional Neural Networks (Faster R-CNN). The au
thors produced a personalised data set that included 5,450 images from 
2,500 patients. The data was used for training and evaluation. In order 
to create the custom experiment dataset, the authors fuse and update 
two publicly available data sets. The authors performed a binary clas
sification with 97.36% accuracy, 97.65% sensitivity and 99.28% 
accuracy. 

In [22], CoroNet is a model of the Deep Convolutional Neural 
Network introduced by Khan et al. to detect infection in the chest by X- 
ray imagery automatically. The model proposed is centred on the 
Xception architecture pretrained with the ImageNet data set before 
finally being trained on a Covid-19 dataset and additional chest- 
pneumonia X-ray images of two publicly available sources. According 
to the experimental data, the suggested model has an overall recall rate 
of 93% for Covid-19 cases and accuracy of 89.6%, and a rate of 98.2% 
for 4-class instances. The categories for classification are Covid-19, 
pneumonia(viral and bacterial) and normal patients. 

In [23], Hassantabar et al. created two disease diagnosis algorithms: 
deep neural network (DNN) methods based on image fractal features 
and CNN methods based on lung X-rays. In this study, the authors used a 
database of computed tomography images. The images were divided 
into two categories: Covid-19 patients and non-Covid-19 patients or 
images of ordinary people. With higher sensitivity (96.1%) and accuracy 
(93.2%), the presented CNN architecture outperforms the DNN process, 
which has an accuracy of 83.4% and sensitivity of 86%. 

In [24], a deep learning methodology based on a mix of a CNN and 
long short-term memory(LSTM) was created by Islam et al. to auto
matically categorise Covid-19. In this technique, CNN is utilised to 
extract deep features, while LSTM is utilised to detect the extracted 
features. The Long Short Term Memory (LSTN) is a feedback-connected 
artificial recurrent neural network with memory. In this paper, the 
classification and detection performances of CNN and CNN-LSTN were 
also compared. With an accuracy of 99.4%, an F1-score of 98.9%, pre
cision of 99.2%, an AUC of 99.9%, and sensitivity of 99.3%, CNN-LSTN 
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produced the best results. 
In [25], Kumar et al. used chest X-ray to classify individuals infected 

with Covid-19 by deep learning. For feature extraction, the system used 
nine pre-trained models and for classification SVM was used. A total of 
158 X-ray images of patients without Covid-19 and Covid-19 were 
included in the two datasets. With 95.52% F1-score and 95.38% accu
racy, the combined ResNet-50 and SVM model outperformed other 
models. 

Hemdan et al. developed a deep learning algorithm for detecting 
Covid-19 in X-ray pictures. Seven pre-trained models and 50 X-ray im
ages were employed in the framework. VGG-19 and DenseNet-201 were 
the most accurate and precise of the classifiers tested, with 90% accu
racy and 83% precision [26]. 

Wang et al. [27] created Covid-Net, an open-source deep neural 
network specifically designed for Covid-19 patient detection with a bi
nary classification accuracy of 92.4% (Covid-19 vs Non-Covid). 

Most of the studies discussed perform binary classification and 
multiclass classification based on either X-rays or CTs but not both. Also, 
the dataset used does not contain enough images of Covid-19 positive 
patients and the performance of the methods discussed is high for binary 
classification but not for multiclass problems. The suggested model’s 
architecture is depicted in Fig. 2. It may not be a substitute for existing 
detection methods, but it will assist doctors in better identifying and 
understanding the disease in this time of need, as it is a new disease 
about which we know very little. The followings are the key contribution 
of our study:  

• We created a dataset of 11,095 images, including 6,354 CT scans and 
4,741 X-ray images of Covid-19, pneumonia, and healthy people. 

• To classify the X-ray and CT-scan images of healthy persons, pneu
monia patients, and COVID-19 patients, the suggested method 
contain a two-class and a three-class problem. The two-class problem 
involves distinguishing Covid-19 patients from normal or healthy 
people, while the three-class problem involves distinguishing Covid- 
19 patients from healthy people and pneumonia patients.  

• We tested the models to see how well our model performed in terms 
of accuracy, precision, sensitivity, F1-score, and AUC/ROC.  

• Finally, we conduct a comparison of the results obtained with our 
techniques and existing methods. 

3. Material and methods 

3.1. Proposed method 

For binary and multiclass classification, we have created two con
volutional neural networks. For Covid-19 and normal or healthy people, 
binary classification has been used. Covid-19, pneumonia, and normal 
or healthy individuals are the three classes that have been multi 
classified. 

The proposed approach is broken into three primary sections:  

• Collection of Dataset and Preprocessing: During this stage, photos 
of Covid-19 positive individuals, pneumonia patients, and normal or 
disease-free patients have been collected. The photos comprise both 
CT and X-rays of all the categories, allowing for the creation of a huge 
dataset. Detailed information about the dataset is given in Section 
3.2. After collection of Datasets, preprocessing of images has been 
done. Pre-processing has been performed because:  
1. Medical images have letters, symbols made on them.  
2. The images are taken from different online sources due to which 

their sizes may vary from source to source.  
3. Medical images usually include noises like salt and pepper which 

hamper the quality of the image.  
• Development of CNN: Using CT and X-rays together, two CNNs for 

binary and multiclass classification have been developed to reliably 
identify and categorise Covid-19. We have used the data prepared in 
the previous stage to train these models (both binary and multiclass) 
so that they could recognise the patterns involved. The CNN models 
have been created using Python and the Keras package in conjunc
tion with TensorFlow2 on the Kaggle notebook, which offers free 
NVIDIA TESLA P100 GPUs [28]. Because our device lacked the 
power to train and test such a large number of photos, all of the 
model testing and training has been performed online. Both models 
have been implemented in Keras and Tensorflow using SGD (Sto
chastic Gradient Descent) optimizer having a learning rate of 0.02, 
epoch value of 200 for binary classification model and 300 for a 
multiclass model with a batch size of 10. Detailed information about 
development of CNN is given in Section 3.3 

Fig. 1. Images of Covid-19, Normal, Pneumonia Parients.  
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• Calculation of Performance Measures: A full experimental study 
of accuracy, sensitivity, precision, F1 score and AUC/ROC has been 
presented in order to test the performance of the proposed system. As 

shown in Fig. 3, testing results have been presented using a confusion 
matrix. A Confusion matrix is a type of comparison table which 
compares the actual results and the results predicted by the CNN 
models. The performance measures calculated are accuracy, preci
sion, recall(or sensitivity), specificity, F1-score, and ROC or AUC. 
The performance measures are defined in Eqs. (1)–(4) as: 

Accuracy =
TP + TN

TP + TN + FP + FN
(1)  

Precision =
TP

TP + FP
(2)  

Recall =
TP

TP + FN
(3)  

F1 − score =
2 ∗ Precision ∗ Recall

Precision + Recall
(4)  

where 
TP  = True Positive 
TN  = True Negative 
FP  = False Positive 
FN  = False Negative. 

The results of the testing of both CNNs have been shown in 
Section 4.1. Also, the results of the proposed method have been 
compared with the existing methods in Table 3. 

3.2. Datasets 

The occurrence of Covid-19 is very recent, due to this the labeled 
data on Covid-19 is not readily available. Hence, we have to count on 
variable online sources of images of normal, pneumonia, and Corona
virus Disease-2019. The dataset, which is a mixture of numerous data
sets, has been downloaded from Kaggle. The dataset contain X-ray and 
CT images of all the three classes [29–32]. Kaggle is an online com
munity of data scientists [28]. We have a dataset of 11,095 images taken 
from Kaggle. The dataset is split into two sections: training and testing. 
Out of a total of 11,095 pictures, 6,077 have been used for training and 
5,018 have been used to test the models. A total of 3,877 image datasets 
from CTs and X-rays were utilised to train the model in binary classifi
cation, with 1,917 images from Covid-19 infected individuals among 
them. For multiple classifications, the model has been trained using a 
total of 6,077 images, with 1,917 images of Covid-19 infected people, 
1,960 images of normal healthy people, and 2,200 images of pneumonia 
infected people. For binary classification 2,818 (Covid-19 v/s normal) 
images and for multiclass classification all the 5,018 (Covid-19 v/s 
normal v/s pneumonia) images have been used for testing purpose. This 
dataset can be used in further studies and can also help in enabling more 

Fig. 2. Architecture of Proposed Model.  

Fig. 3. Confusion Matrixs of a) Binary Classification b) Multiclass 
Classification. 
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coherent detection of Covid-19 patients. Table 1 shows the division of X- 
ray and CT images into each category. Fig. 1 depicts the visualization of 
X-ray and CT images for each category. 

3.3. Development of CNN 

Deep learning is an area of machine learning which reproduce the 
operation of the human mind for processing facts in fields together with 
speech identification, herbal language processing, audio identification, 
social community filtering, system translation, bioinformatics, computer 
vision, clinical photo analysis, cloth inspection and lots of more [11]. 
CNN is the most established deep learning algorithm, with excellent 
potential in a variety of applications such as image categorization, object 
recognition, and medical image examination. CNNs are used to process 
large amounts of data. After all, they do not require manual feature 
extraction or segmentation because they learn on their own from the 
data they are fed [33,34]. CNN’s architecture is split into two sections: 
feature learning and classification. CNNs are made up of three layers: a 
convolution layer, a pooling layer, and a fully connected layer. Convo
lution and pooling layers are used to extract features, and fully con
nected layers are used to classify them [35]. To detect Covid-19 we have 
developed two CNNs, each for binary and multiclass classification. 

Input Layer: It is the initial layer and is responsible to read the 
image dataset. The X-ray and CT scan images are first represented in 
matrix form, and then a pre-processing step is applied. The images are 
firstly converted to grayscale and then resized to 224-by-224. A median 
filter is also applied to the dataset to keep salt and pepper noise in check. 
Before feeding into the next layer the images are normalized as well and 
data shuffling is also done in the training process. 

Convolution Layer: It is the most significant layer of CNN because it 
is utilised for feature extraction from images as well as learning features 
for image categorization. Filters (also known as kernels) are used to 
extract characteristics from a matrix of values (called weights). To detect 
the features, a convolution operation is carried out between the filter 
and the image. For an input matrix f (image) and filter k, the two- 
dimensional discrete convolution operation is given in Eq. (5) as: 

F(i, j) = (f ∗ k)(i, j) =
∑

m

∑

n
k(m, n)f (i − m, j − n) (5) 

When a feature is found in a specific part of an image, the value of the 
convolution operation performed on that part of the image is greater. 
When the feature is absent, the convolution produced is minimal [36]. In 
this study, three convolution layers having 64, 32, 16 filters respectively 
are used for binary classification and four convolution layers having 16, 
32, 64, 128 filters respectively are used for multiple classification. Both 
classifications have used a filter size of 3*3. This layer is mainly used for 
the generation of feature maps. 

Leaky ReLU: Each layer’s output is fed into the non-linear Activation 
function. It’s done to add non-linearity to the equation. A variety of 
nonlinear functions, such as sigmoid, Rectified linear unit(ReLU), hy
perbolic tangent (tanh) function, and others, can be used as activation 
functions, but we chose Leaky ReLU as the best fit for our model. The 
equation of Leaky ReLU is given in Eq. (6) as: 

f (x) = 0.01x for x < 0
x for x ⩾ 0 (6) 

Pooling Layer: The next layer is Pooling. The motive of this layer is 

to minimize the size of the feature maps that are created. Spatial pool
ing, down-sampling, and sub-sampling are other terms for it. It comes in 
a variety of forms, including average pooling, maximum pooling, and 
sum pooling. We used max-pooling in this study, which results in the 
output being the largest element of the feature map. 

Fully Connected Layer: This layer is responsible for the classifica
tion part. The features generated in the feature extraction process have 
to be converted into a one-dimensional vector before feeding it to the 
fully connected layer. This layer is made up of several neurons or nodes, 
and each neuron in one layer is connected to every other neuron in the 
following layer. Each fully connected layer has a non-linear activation 
function such as ReLU, leaky ReLU, and so on. The classifier used for 
binary classification is sigmoid and for multiple classification softmax is 
used. The mathematical expressions for sigmoid and softmax classifier 
are given in Eq. 7 and Eq. 8 respectively as: 

Sigmoid(x) =
1

1 + e− x (7)  

Softmax(xi) =
ezi

∑k

j=1
ezi

(8) 

CNNs are created by putting all of the layers discussed above 
together. We also used a dropout layer, which is used to avoid overfitting 
and divergence. 

4. Results and discussions 

4.1. Results 

A confusion matrix is used to display the results of both classifica
tions. The confusion matrix is used to generate all of the performance 
metrics. Our binary classification model could not recognize 10 out of 
2,818 images, according to the confusion matrix in Fig. 3(a). Eight of the 
ten misclassified photos were non-Covid, whereas the other two were of 
Covid-19 positive patients. This demonstrates that our approach is able 
to accurately identify Covid-19 patients, resulting in high true positive 
and true negative rates. Our model misclassified 86 images out of 5018 
for multiclass classification as shown in Fig. 3(b). The proportion of 
negative instances wrongly classified as positive cases in the data is 
referred to as “fall-out” (i.e the likelihood of false alarms being raised). 
For two class problem it is 0.533% and for three class problem we have 
achieved an average of 0.86% which is less than 1%. Our binary clas
sification model performed better in case of false-positive rate as 
compared to three class problem. 

Covid-19 is represented by 9 of the 86 shown in Fig. 3(b). Our 
multiclass model is unable to correctly identify the pneumonia photos. 
This demonstrates that the binary classification model outperformed the 
multiclass approach. The ROC curve for a binary classification model is 
shown in Fig. 4(a). For binary classification, the ROC is 100%. It’s a 
graph that shows how the true positive rate (TPR) and the false positive 
rate (FPR) are related. This demonstrates that the binary classification 
model correctly distinguished between positive and negative class 
points. Fig. 4(b) shows the ROC for multiclass model. The ROC for 
multiclass model is 99.87%. The binary class model performed better 
than the multiclass model. 

From the study, the binary classification model accomplished an 

Table 1 
The division of used dataset.   

CT X-RAY  

DATA Covid-19 Normal Pneumonia Covid-19 Normal Pneumonia OVERALL 

TRAINING 1017 1060 1100 900 900 1100 6077 
TESTING 1018 1059 1100 300 441 1100 5018 
OVERALL 2035 2119 2200 1200 1341 2200 11095  
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overall accuracy of 99.64%, recall (or sensitivity) of 99.58%, the pre
cision of 99.56%, F1-score of 99.59%, and ROC of 100% and multiclass 
model accomplished an overall accuracy of 98.28%, recall (or sensi
tivity) of 98.25%, the precision of 98.22%, F1-score of 98.23%, and ROC 
of 99.87% on the dataset used. Table 2 shows the overall performance of 
both models in terms of sensitivity, precision, accuracy, F1-score, and 
ROC. From the Table 2 it can be observed that the binary classification 
model outperformed the multiclass model. 

4.2. Discussion 

We have created two distinct binary and multiple classification 
models, performance of which has been evaluated using the perfor
mance metrics as discussed in the previous section. As shown in Table 3, 
We have achieved an accuracy of 99.61% for binary classification and 
98.28% for multiclass classification. One can observe that the multiclass 
CNN model performed well for both binary as well as multiclass clas
sification. The models could not identify only those images which were 
of poor quality or images which were not very clear. Also, the model for 
multiclass classification could not differentiate between some of the 
Covid-19 and Pneumonia images properly because both of these have 
almost the same symptoms and image findings. It also could not 

differentiate between some of the Normal and Pneumonia images 
properly because the symptoms of pneumonia are not very visible dur
ing the initial days and some of the images have poor quality. Our model 
has achieved the ROC of 100% for binary classification and 99.87% for 
multiclass classification as shown in Fig. 4. Hence, our proposed model 
has a very good ability to distinguish between the classes. 

Our proposed model is performing better or comparable to most of 
the already available works in this field. It can be observed that all of the 
methods achieved an accuracy above 80% and most of the existing 
methods also checked their model’s performance in terms of two or 
three performance measures except for [17,24,21]. The highest value of 
parameters in terms of existing methods is achieved by [24]. Their 
model has a 99.4% accuracy, a 98.9% F1-score, 99.3 % sensitivity, 99.2 
% specificity and 99.9 % AUC. However, the lack of images of Covid-19 
patients could explain the low accuracy of other approaches. Because 
CNN is the most extensively used method for pattern recognition and 
image classification, the majority of the approaches used it for their 
research. Most of the detection and classification work done on Covid-19 
is:  

• Mostly based on transfer learning.  
• Have a smaller dataset or less number of Covid-19 images available.  
• Mostly uses only one type of image i.e either X-rays or CT for 

detection and classification and not both.  
• Have extracted features beforehand or manual extraction of features.  
• For binary classification, the performance metrics have a larger 

value, but not for multiclass classification. 

Our proposed CNN models have a larger dataset as compared to the 
existing methods, make use of both CT and X-rays, no manual extraction 
of features was done and our model also achieved higher values of 
performance measures for both binary as well as multiclass classification 
on the available dataset. It can assist the healthcare workers to perform 
better in this difficult time in case of an emergency. 

5. Conclusion 

Covid-19 has a median R0 of 5.7, according to a new study published 
online in Emerging Infectious Diseases. The 5.7 indicates that one person 
infected with Covid-19 has the ability to infect 5 to 6 people, rather than 
the 2 to 3 expected by researchers. Not only that, but the virus is 
evolving, and different types of strains have been discovered in different 
parts of the world. These changes are making the virus stronger by the 
day, and thousands of people are dying every day. As a result, several 
countries have been affected, with several incidents of community 
spread. Due to this, various countries are running out of resources and 
healthcare workers require diagnostic tools to investigate cases of po
tential Covid-19. Hence, we have developed simple models based on X- 
rays and CTs to detect and classify the Covid-19 cases. Our models are 
deep learning-based, and we’ve done binary and multiclass classifica
tion. The experimental results for binary classification show an overall 
accuracy of 99.64%, recall(or sensitivity) of 99.58%, the precision of 
99.56%, F1-score of 99.59%, and ROC of 100%. The experimental re
sults for multiple classifications show an accuracy of 98.28%, recall(or 
sensitivity) of 98.25%, the precision of 98.22%, F1-score of 98.23%, and 
ROC of 99.87%. In terms of performance measurements as well as 
dataset, our models exceeded the majority of existing approaches. This 
method can prove to be very helpful in case of an emergency. Our 
models proved to be efficient on the current dataset. However, it still 
needs clinical study and testing. 

Despite having a great performance, it has some drawbacks. It only 
looks at the posterior and anterior (PA) views of X-rays, therefore it can’t 
tell the difference between other X-ray perspectives like anterior- 
posterior (AP), lateral, and so on. It also needs Grad-CAM (Class Acti
vation Mapping) visualisation. Radiologists were not asked for assessing 
the performance of our suggested method. Finally, it must be tested on 

Fig. 4. ROC Curves a) Binary Classification b) Multiclass Classification.  

Table 2 
Overall performance of two CNN for binary and multiclass classification.  

Classification Accuracy Precision Sensitivity F1-score ROC 

Binary 99.64% 99.56% 99.58% 99.59% 100% 
Multiclass 98.28% 98.22% 98.25% 98.23% 99.87%  
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various datasets to accurately forecast performance. Images having 
multiple disease signs along with Covid-19 cannot be classified properly. 
The future scope of the method would be to check the model’s 
compatibility with larger and different datasets. It can also be Grad-CAM 
visualised and assessed by radiologists. If more information about the 
dataset is available, the suggested model could be used to investigate 
gender and age-based disparities in disease detection. 
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