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The accuracy of dose calculations at extended SSD is of significant importance in 
the dosimetric planning of total body irradiation (TBI). In a first step toward the 
implementation of electronic, multi-leaf collimator compensation for dose inhomo-
geneities and surface contour in TBI, we have evaluated the ability of the Eclipse 
AAA to accurately predict dose distributions in water at extended SSD. For this 
purpose, we use the Eclipse AAA algorithm, commissioned with machine-specific 
beam data for a 6 MV photon beam, at standard SSD (100 cm). The model was 
then used for dose distribution calculations at extended SSD (179.5 cm). Two sets 
of measurements were acquired for a 6 MV beam (from a Varian linear accelera-
tor) in a water tank at extended SSD: i) open beam for 5 × 5, 10 × 10, 20 × 20 and 
40 × 40 cm2 field sizes (defined at 179.5 cm SSD), and ii) identical field sizes but 
with a 1.3 cm thick acrylic spoiler placed 10 cm above the water surface. Dose 
profiles were acquired at 5 cm, 10 cm and 20 cm depths. Dose distributions for 
the two setups were calculated using the AAA algorithm in Eclipse. Confidence 
limits for comparisons between measured and calculated absolute depth dose curves 
and normalized dose profiles were determined as suggested by Venselaar et al. 
The confidence limits were within 2% and 2 mm for both setups. Extended SSD 
calculations were also performed using Eclipse AAA, commissioned with Varian 
Golden beam data at standard SSD. No significant difference between the custom 
commissioned and Golden Eclipse AAA was observed.  In conclusion, Eclipse AAA 
commissioned at standard SSD can be used to accurately predict dose distributions 
in water at extended SSD for 6 MV open beams.
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I. IntroDuctIon

Treatment planning for TBI is mainly performed using a point dose calculation approach. In 
the last decade, however, a number of studies have demonstrated the use of commercially 
available treatment planning systems for TBI dose distribution calculations.(1-5) These studies 
were based on either standard or modified models using data acquired under TBI conditions 
(i.e. at extended SSD). To the best of our knowledge no such study has been performed with 
the Eclipse treatment planning system. The Eclipse treatment planning system uses a 3D pencil 
beam superposition-convolution algorithm (AAA) for dose calculations.(6,7) Dose distributions 
calculated by the AAA algorithm have been thoroughly studied by several investigators for 
various clinically relevant geometries.(8-14) For dose distribution calculations in heterogeneous 
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media, and especially at interfaces, the AAA algorithm has been shown to be consistently more 
accurate than the pencil beam convolution (PBC) algorithm.(9,10,14-16) 

For the commissioning of the Eclipse treatment planning system, the manufacturer advises 
that the SSD used for treatment planning calculations does not exceed 30% of the SPD (source 
to phantom distance) used during commissioning of the Eclipse AAA algorithm. If an SSD 
exceeding the range of 30% is routinely used, it is recommended to acquire another set of mea-
surements at an extended SSD, and to recommission the Eclipse AAA algorithm under these 
conditions. Based on the limitations of the Eclipse configuration algorithm, the maximum SPD 
that is allowed for complete beam data storage is 140 cm.(17) In the present study, we assess 
the capability of the Eclipse AAA to accurately predict dose distributions at distances beyond 
140 cm in water while using the beam model commissioned at standard SSD (100 cm) with 
machine specific beam data. All dose calculations presented in this study were performed with 
the heterogeneity correction turned on and using a 2.5 mm calculation grid size. Measured and 
calculated depth dose curves and dose profiles were compared using the criteria established 
by Venselaar et al.(18)

II. MAtErIALS AnD MEtHoDS

A.  Eclipse treatment planning system
For this study the Eclipse (Varian Medical Systems, Palo Alto, CA) AAA photon algorithm ver-
sion 8.6.15 was used. The algorithm was commissioned using machine-specific measured beam 
data at standard SSD (100 cm). This model is hereafter referred to as the AAA Custom model 
(AAA-C). It is worth mentioning that AAA-C was used for dose calculations at extended SSD 
without any modifications or adjustments to the default model parameters (Table 1). In order 
to asses the validity of using Varian (Varian Medical Systems, Palo Alto, CA) Golden beam 
data for the commissioning of the AAA algorithm, calculations were also performed  using the 
AAA algorithm commissioned with Varian Golden beam data. This model is hereafter referred 
to as the AAA Golden model (AAA-G). The rationale for addressing the AAA-G is that the 
information may be relevant for users of Eclipse-AAA and Varian Linacs.

In AAA, the primary photons, scattered photons and electrons scattered from the beam limit-
ing devices are modeled separately. The primary photon source is the point source located at 
the target plane. These primary photons are the bremsstrahlung X-rays produced in the target 
that do not interact in the head of the treatment unit. The primary photon source is represented 
by an energy spectrum, mean energy radial curve and intensity profile.

The secondary photon source is a virtual plane source located at the bottom of the flatten-
ing filter and is modeled by a single Gaussian curve. It models the photons scattered from the 
flattening filter and collimators. The secondary photon source is characterized by its size, rela-
tive intensity and mean energy. The dominant parameter of the secondary source is its relative 
intensity with respect to the primary source.

Table 1. The default parameter values calculated by the AAA configuration algorithm.

Parameter  21EX (6MV)

Secondary source size  30.4 mm
Secondary source relative intensity  0.026
Mean energy of secondary source   0.73 MeV
δo at 100 cm for electron contamination  12.4 mm
δ1 at 100 cm for electron contamination  92.8 mm
Relative weight of δo for electron contamination  0.1673
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The electron contamination source, located at the target plane, models the electrons gener-
ated in the treatment unit head and in air (mainly through Compton scattering). This source 
is characterized by two Gaussians and one depth-dependent dose deposition curve. The 
 Gaussian functions determine the lateral spread of electrons and the field size dependence of 
the electron dose distribution. The curve is empirically derived from the difference between the 
 measured depth dose curve and the calculated depth dose curve for the largest field size without  
electron contamination. A more detailed description of the AAA algorithm is presented 
 elsewhere.(6,7,12,19)

The configuration algorithm in AAA during the optimization phase, processes the measured 
data and generates calculated data which is then used as an input for dose calculations. The final 
dose distribution is the superposition of photon and electron dose convolutions.(6,20)

B. Experimental measurements
All of the measurements presented were acquired in a 48 cm × 48 cm × 41 cm water tank. 
Two CC13 water proof ionization chambers were used for relative dosimetry measurements. 
For absolute dosimetry measurements, an Exradin A12 Farmer ionization chamber (Standard 
 Imaging Inc., Middleton, WI) was used following the TG-51 protocol.(20) Two sets of measure-
ments were acquired at extended SSD.  The first set of measurements was obtained for open 
beam field sizes of 5 × 5, 10 × 10, 20 × 20 and 40 × 40 cm2. A second measurement set was 
obtained for the same field sizes but with a 1.3 cm thick acrylic spoiler placed 10 cm above 
the water surface (distance from the source to the top of spoiler was 168.2 cm). For TBI treat-
ments, the spoiler is used to increase surface dose.(21) All measurements were made using 6 MV 
X-rays (from a Varian linear accelerator). Percent depth dose curves (PDDs) were measured 
at extended SSD for both setups. In-plane and cross-plane profiles were also acquired for 
the stated field sizes at 5 cm, 10 cm and 20 cm depths. The field sizes for all extended SSD 
measurements were defined at 179.5 cm SSD (e.g. for a 10 × 10 cm2 field size, the collimator 
setting was 5.6 × 5.6 cm2). 

For calculations, a homogeneous water phantom was created in the Eclipse treatment plan-
ning system with and without a 1.3 cm thick acrylic spoiler, 10 cm above the water surface. 
Source to water surface distance was 179.5 cm for both extended SSD setups. Machine output 
at extended SSD was determined following the TG-51 protocol and using the relation:(20) 

   (1)
 

 
The absolute dose per MU measured at extended SSD was divided by the machine output at 

standard SSD to account for variations in nominal machine output (1cGy/MU). Relative output 
factors (ROFs) were then determined for other field sizes as a ratio of the ionization current 
with respect to the reference field size (10 × 10 cm2) at 10 cm depth. These ROFs were used 
to determine the absolute output at 10 cm depth for other field sizes.

The measured absolute doses at 10 cm depth were used to produce absolute depth dose 
curves from the measured PDDs. Absolute depth dose curves were calculated for 100 MU in 
Eclipse AAA and compared with measured absolute depth dose curves. Measured and calcu-
lated profiles at 5 cm, 10 cm and 20 cm depths were normalized to 100% at the central axis 
for relative comparisons. 
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c. Data analysis
The analysis was performed over five regions, as shown in Fig. 1. These regions are defined below.
• Build down (δ1): dose deviation on central axis beyond the depth of maximum dose (dmax) 
• Build-up and penumbra (δ2): dose deviation on central axis before the depth of dmax (phantom 

surface to depth of the 90% dose surface) and in penumbra (where dose gradient is larger 
than 3% per mm)

• Off-axis (δ3): dose deviation in the inner field at off-axis points and beyond dmax
• Tail (δ4): dose deviation in region outside the geometrical beam edges (less than 7% of the 

central axis dose)
The percentage difference between measurements and calculations is given by 

  (2)
 
 
where Dcalc and Dmeas are the locally calculated and measured doses (absolute for depth dose 
curves and relative for profiles). 

In region δ4, the deviation was determined with respect to central axis dose as follows: 

   (3)
 

The confidence limits suggested by Venselaar et al.(18) were adopted as tolerance levels 
when comparing measured and calculated depth dose curves and dose profiles. The confidence 
limit is defined as:  

  (4)

where SD is the standard deviation of the differences between calculated and measured data points.

III. rESuLtS & DIScuSSIon 

The comparison between measured and calculated absolute depth doses for 5 × 5, 10 × 10, 
20 × 20 and 40 × 40 cm2 field sizes at extended SSD are shown in Figs. 2 and 3, with and 
without the spoiler present, respectively. All depth dose curves are presented in absolute dose, 
which inherently include MU calculation accuracy. A comparison of calculated and measured 
profiles (normalized to 100% on central beam axis) at depth of 5 cm, 10 cm and 20 cm with 

Fig. 1. Regions of interest for the determination of confidence limits for depth dose curves and dose profiles.
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Fig. 2. Comparison of absolute depth dose curves for 5 × 5, 10 × 10, 20 × 20 and 40 × 40 cm2 field sizes at extended SSD, 
with the spoiler in the beam. The red line shows measurements and the black line shows curves calculated using AAA-C. 
The percentage difference is shown by the magenta line on a scale from -2% to +2% (on right side). 

Fig. 3. Comparison of absolute depth dose curves for 5 × 5, 10 × 10, 20 × 20 and 40 × 40 cm2 field sizes at extended SSD 
and without the spoiler in the beam. 
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and without the spoiler in the beam is shown in Figs. 4 and 5, respectively. The average percent 
deviation for the profiles within the field (δ3) was less than 1%. Outside the primary beam in 
the tail region (δ4), the deviation was less than 2%. It is clear that Eclipse AAA underestimates 
the dose in the tail region for all the profiles. It should be noted, however, that this underesti-
mation was also observed at standard SSD (Fig. 6). The shape of the tail region and its dose 
magnitude is characterized by the secondary photon source in AAA model. This systematic 
underestimation on the tail region confirms the observation by Zhu and Bjärngard(22) that a 
single Gaussian model for the secondary photon source leads to an underestimation of the 
dose outside the primary beam as showed in Figs. 4 and 5. Furthermore, a model with two 
Gaussian components has been shown to calculate the scattered photon reasonably well in this  
region.(22) In order to demonstrate how the secondary source parameters affect the tail region 
of the profile, the value of the relative intensity (the dominant parameter) was changed from 
the default value of 0.026 to 0.050. The marginal improvement in terms of agreement between 
calculation and measurements is shown in Fig. 7. However, this change in the relative intensity 
also affected the depth dose curve, worsening the agreement between calculations and measure-
ments. Therefore, care should be taken while adjusting the model parameters. The effect of the 
other two parameters (source size and mean energy) of the secondary photon source on both 
PDDs and dose profiles was negligible. 

As shown in Figs. 2 and 3, the AAA-C slightly overestimates the absolute dose at extended 
SSD. This overestimation was more dominant (up to 1.8%) for the 5 × 5 cm2 field size, but 
was still within the Venselaar’s suggested tolerances.(18) Due to the oversimplified modeling 
of the electron contamination in AAA, deviations in the buildup area were expected. For the 
setup with spoiler, the acrylic sheet absorbs most of the electrons generated in air, but it also 
introduces electrons into the beam. These electrons produced in the acrylic increase the surface 
dose, which is evident in Fig. 2 where dmax is very close to the surface. An overestimation of 

Fig. 4. Comparison of normalized dose profiles (at 5, 10 and 20 cm depths) for 5 × 5, 10 × 10, 20 × 20 and 40 × 40 cm2 
fields at extended SSD, with the spoiler in the beam. The red line shows measurements and the black line shows profiles 
calculated using AAA-C. The percentage difference is shown by the magenta line on a scale from -3% to +2% (on right 
side). 
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Fig. 5. Comparison of normalized dose profiles (at 5, 10 and 20 cm depths) for 5 × 5, 10 × 10, 20 × 20 and 40 × 40 cm2 
field sizes at extended SSD without the spoiler in the beam. 

Fig. 6. Comparison of measured and calculated profiles at 100 cm SSD and 5 cm depth.
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dose at standard SSD in an inhomogeneous medium at the lung and tissue interface has also been 
observed by Van Esch et al.(12) The deviations between calculated and measured depth doses 
were higher in this geometry (up to 2.2%) than with the simple open beam (up to 1.8%). The 
agreement between measurements and calculations was improved as the field size increased.

The confidence limits with their recommended tolerances(18) for 5 × 5, 10 × 10, 20 × 20 
and 40 × 40 cm2 depth dose curves and beam profiles are given in Tables 2, 3, 4 and 5. All 
of the AAA-C calculations for depth dose curves and profiles were within the recommended 
tolerances. AAA-G predictions were also within tolerance, except for region δ1 for 5 × 5 and 
10 × 10 cm2 field sizes (with spoiler) where a 2.2% difference was observed.  It is worth men-
tioning that for the depth dose curves with a spoiler in the beam (see Table 2), the confidence 
limit definition for region δ2 is not applicable because the surface dose is higher than 90%. 
Both AAA-C and AAA-G models were also compared for dose calculation accuracy at standard 
SSD. A small improvement, in terms of agreement with measured absolute PDDs, was observed 
in the AAA-C over the AAA-G (Table 5). However, in a comparison of the profiles, AAA-G 
performed slightly better than AAA-C. 

Preliminary dose distribution measurements in an inhomogeneous anthropomorphic phan-
tom (RANDO) (The Phantom Laboratory, Salem, NY) at extended SSD (185 cm SSD) have 
been performed for comparison with the AAA-C algorithm described in this study. An opposed 
beam pair (AP-PA) was delivered at a zero gantry with a large field (55 × 42 cm2) to cover the 
head and chest regions. TLDs and radiochromic films were used for dose measurements. The 
agreement between measurement and calculation was within ± 2%, except for the lung region 
where 3% to 4.9% overestimation was observed. Breitman et al.(11) has previously reported a 
similar dose overestimation of the dose to the chest region in RANDO at standard SSD. 

Fig. 7. Effect of adjusting the relative intensity of the secondary source in the beam configuration model. The dose profiles 
and depth dose curves are for a 20 × 20 cm2 field size without the spoiler in the beam. 
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Table 2. Confidence limits for absolute depth dose curves calculated for the AAA -C and AAA-G at extended SSD.

   Open beam, extended SSD Spoiler in the beam, extended SSD
	δs Field Size cm2

  AAA-Ca  AAA-Gb AAA-C  AAA-G Tolerance

	  5 × 5 1.4%  1.8% 1.7%  2.2% 2%
  10 × 10 1.2%  1.7% 1.7%   2.1% 2%
 δ1 20 × 20 0.8%  1.2% 1.3%  1.3% 2%
  40 × 40 0.9%  1.4% 0.8%  0.8% 2%

  5 × 5 1.0 mm  1.2 mm 4 mm  4 mm 2 mm 
  10 × 10 1.0 mm  1.0 mm N/A  N/A 2 mm
 δ2 20 × 20 1.2 mm  1.0 mm N/A  N/A 2 mm
  40 × 40 1.2 mm  1.0 mm N/A  N/A 2 mm

a  AAA commissioned with machine specific beam data.
b  AAA commissioned with Varian Golden beam data; N/A: Not Applicable.
The confidence limits are presented for the absolute depth dose curves for 5 × 5, 10 × 10, 20 × 20 and 40 × 40 cm2 
field sizes at extended SSD in a 6 MV open beam and with the spoiler in the beam.

Table 3. Confidence limits for relative dose profiles calculated by the AAA-C at extended SSD.

 Open beam, extended SSD Spoiler in the beam, extended SSD
    AAA-C   AAA-C	δs Field Size cm2

 Depth: 5 cm  Depth: 10 cm Depth: 5 cm  Depth: 10 cm 
Tolerance

	  5 ×5 0.3 mm  0.6 mm 0.4 mm  0.3 mm 2 mm
  10 × 10 0.5 mm  0.4 mm 0.3 mm  0.3 mm 2 mm	δ2 20 × 20 0.6 mm  0. 8 mm 0.5 mm  0.6 mm 2 mm
  40 × 40 0.9 mm  0.2 mm 0.2 mm  0.3 mm 2 mm

	  5 × 5 0.8%  0.7% 1.5%  1.3% 2%
  10 × 10 0.8%  0.8% 1.6%  1.5% 2% δ3 20 × 20 1.5%  1.4% 1.1%  1.1% 2%
  40 × 40 0.9%  0.9% 0.9%  0.9% 2%

	  5 × 5 1.7%  1.8% 0.7%  0.8% 3%
  10 × 10 2.1%  2.0% 1.8%  1.6% 3% δ4 20 × 20 2.1%  2.0% 2.0%  1.8% 3%
  40 × 40 1.8%  1.7% 1.9%  1.5% 3%

The confidence limits are presented for the relative profiles at 5 cm and 10 cm depth for 5 × 5, 10 × 10, 20 × 20 and 
40 × 40 cm2 field sizes at extended SSD in a 6 MV open beam and with the spoiler in the beam.
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Table 4. Confidence limits for relative dose profiles calculated by the AAA-G at extended SSD.

 Open beam, extended SSD Spoiler in the beam, extended SSD
    AAA-G   AAA-G	δs Field Size cm2

 Depth: 5 cm  Depth: 10 cm Depth: 5 cm  Depth: 10 cm 
Tolerance

	  5 × 5 0.5 mm  0.6 mm 0.7 mm  0.5 mm 2 mm
  10 × 10 0.6 mm  0.4 mm 0.9 mm  0.4 mm 2 mm δ2 20 × 20 0.3 mm  0.6 mm 0.6 mm  0.5 mm 2 mm
  40 × 40 0.8 mm  0.4 mm 0.5 mm  0.7 mm 2 mm

δ3 5 × 5 0.8%  0.7% 1.3%  1.5% 2%
  10 × 10 0.9%  0.8% 1.5%  1.6% 2%
  20 × 20 1.4%  1.4% 1.1%  0.7% 2%
  40 × 40 1.2%  0.9% 0.9%  0.9% 2%

	  5 × 5 1.7%  1.8% 0.7%  0.8% 3%
  10 × 10 1.9%  2.0% 1.6%  1.5% 3% δ4 20 × 20 1.9%  1.9% 1.8%  1.2% 3%
  40 × 40 1.5%  1.7% 1.9%  1.3% 3%

The confidence limits are presented for the relative profiles at 5 cm and 10 cm depth for 5 × 5, 10 × 10, 20 × 20 and 
40 × 40 cm2 field sizes at extended SSD in a 6 MV open beam and with the spoiler in the beam.

Table 5. Confidence limits for absolute depth dose curves and relative dose profiles at standard SSD (100 cm).

 Open beam, standard SSD (100 cm)
	 Depth	Dose	Curves	 Dose	Profiles

δs Field Size cm2 AAA-C AAA-G δs Field Size cm2 AAA-C AAA-G

	  5 × 5 0.5% 0.7%  5 × 5 0.4 mm 0.6 mm
  10 × 10 0.5% 0.6%  10 × 10 0.4 mm 0.5 mm	δ1 20 × 20 0.3% 0.6% δ2 20 × 20 0.5 mm 0.6 mm
  40 × 40 0.4% 0.6%  40 × 40 0.6 mm 0.4 mm

	  5 × 5 1.0 mm 1.6 mm  5 × 5 1.1% 0.9 mm
  10 × 10 0.8 mm 1.5 mm  10 × 10 1.1% 1.0% δ2 20 × 20 0.6 mm 1.5 mm δ3 20 × 20 0.5% 0.4%
  40 × 40 0.8 mm 2.0 mm  40 × 40 0.9% 1.2%

	 	 	 	 	  5 × 5 1.5% 1.4%
      10 × 10 1.8% 1.6%
     δ4 20 × 20 1.7% 1.5%
      40 × 40 1.4% 1.3%

IV. concLuSIonS

The accuracy of the Eclipse AAA algorithm to predict dose distributions in water at extended SSD 
has been evaluated in preparation for total body irradiation calculations. Confidence limits as 
suggested by Venselaar et al. were used to evaluate the ability of the Eclipse AAA algorithm(18) to 
accurately predict dose distributions. The results showed that Eclipse AAA, commissioned with 
standard SSD beam data, accurately predicts dose distributions in water for open, 6 MV  X-ray 
beams at extended SSD. No significant differences were observed between dose calculations 
using the AAA model commissioned with Varian Golden data or machine-specific measured 
data. This consistency between AAA-C and AAA-G dose calculations is not unexpected, given 
the agreement of the locally measured depth doses and profiles in water and the Varian Golden 
Data. A preliminary study of the accuracy of the dose distribution predictions from the Eclipse 
AAA at extended SSD for the heterogeneous anthropomorphic phantom RANDO showed good 
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agreement with TLDs and radiochromic film measurements, except in the chest region where 
Eclipse AAA overestimated the measured doses by as much as 4.9%.
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