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The role of European health system 
characteristics in affecting Covid 
19 lethality during the early days 
of the pandemic
Monica Giancotti1,6, Milena Lopreite2,6*, Marianna Mauro3,6 & Michelangelo Puliga4,5,6

This article examines the main factors affecting COVID-19 lethality across 16 European Countries with 
a focus on the role of health system characteristics during the first phase of the diffusion of the virus. 
Specifically, we investigate the leading causes of lethality at 10, 20, 30, 40 days in the first hit of the 
pandemic. Using a random forest regression (ML), with lethality as outcome variable, we show that 
the percentage of people older than 65 years (with two or more chronic diseases) is the main predictor 
variable of lethality by COVID-19, followed by the number of hospital intensive care unit beds, 
investments in healthcare spending compared to GDP, number of nurses and doctors. Moreover, the 
variable of general practitioners has little but significant predicting quality. These findings contribute 
to provide evidence for the prediction of lethality caused by COVID-19 in Europe and open the 
discussion on health policy and management of health care and ICU beds during a severe epidemic.

The new coronavirus (SARS-CoV-2 or COVID-19) outbreak appeared in Wuhan, China in December 2019 
and rapidly progressed in Europe becoming an urgent concern1–3. Despite the response activities, the epidemic 
has become widespread and the mortality in some European countries has been very high4. Currently, the 
pandemic has not yet ended (March 2021), and many authoritative estimations suggest a possible development 
with catastrophic consequences in terms of structural inequalities of income, health, and education, many from 
middle-income countries5–7. One of the most relevant factors that could dampen the devastating power of the 
epidemic could be the loss of lethality of the virus4,8, expressed as the ratio between the deaths and the infected 
people9. For these reasons, the factors influencing the COVID-19 lethality are still undergoing investigation with 
many studies mainly focused on local factors and health conditions.

Several papers have especially underlined the role of environmental factors in accelerating SARS-CoV-2 
spread and its lethality including the chronic exposure to air pollution that might led people to be more suscep-
tible to the COVID-19 disease, in turn leading to an increase of COVID-19 spread and its lethality10–13.

Focusing on the relationship between the number of reported cases and the weather variables in some regions, 
other studies analyzed the effects of the climate change such as temperature and humidity on the transmission 
of COVID-19 epidemic. The researchers demonstrated that weather variables such as temperature and humidity 
are essential in predicting the mortality rate of COVID-1914.

A large set of analyses identify the socio-demographic variables, such as age and health status the most cor-
related with Covid-19 lethality: people under a growing risk are in general aged over 70 years, are immunocom-
promised or with specific chronic medical conditions15–19.

Finally, health factors (e.g., national health expenditures, health infrastructure, healthcare personnel) are 
also particularly important20,21. Recent studies showed that exceeding the health capacity leads to an increase in 
the mortality/case ratio22: one of the main factors implicated in the COVID-19 deaths is the surge of cases that 
depleted hospital resources23.

Many resources are required to adequately treat a critically ill patient with COVID-19: an intensive care unit 
(ICU) bed with a full-featured ventilator, personal protective equipment (e.g., isolation gowns, N95 respirators, 
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gloves, etc.), and adequate hospital staffing (doctor and nurses), in a perspective of quality care maximization 
during a burden disease23.

From this point of view, most European countries have been facing a health emergency that were not ready 
to address for the lack of human and structural resources. This was the consequence of restrictive health policies 
adopted by the main European countries in response to Organization for Economic Co-operation and Develop-
ment (OECD) suggestions24.

Following those advices, the number of hospital beds was reduced, greatly affecting the mortality rate: There 
is large evidence that the countries with the highest hospital beds capacity were the ones that had the lowest 
numbers of deaths23. For example, in Germany, despite the OECD suggestions of a tightening health policy as 
best practice, the global number of hospital beds was growing before the coronavirus outbreak24. This measure 
contributed to improve the ability of the German health system to cope with the coronavirus spread. Indeed, 
according to the OECD statistics, Germany with 8 hospital beds for every thousand people is at the top rank for 
an optimal bed management, followed by France 5.9 (from 6.4), Italy with 3.1 hospital beds for every thousand 
people (in 2013 it was 3.5), Spain 3 (from 3.2) and Great Britain 2.5 (from 3 that were in 2013). In the first 40 
days of the COVID-19 Germany recorded a very low death cases with respect to the diagnosed cases (37.000 
cases and 206 deaths) much less than other European countries. For example, in Italy the infected were 74.000 
and 7500 the victims, while in Great Britain there have been 8600 affected, and 652 deaths, 3 times those in 
Germany25. The only OECD country with performances better than Germany was Japan where there are 13 beds 
per thousand inhabitants. Japan, in fact, recorded few COVID-19 infections at the beginning of the epidemic, 
just over 1300 cases, but, in proportion, even less victims (45). In summary, this scenery could be explained by 
the different countries’ response in managing the coronavirus emergence: recent studies show that the hospital 
capacity is crucial in reducing the deaths of infected people26,27.

Other studies report that general practitioners (GPs) represent an important resource of a public health 
system28. The COVID-19 outbreak has refocused attention on their role. They contributed in different ways in 
the management of the novel coronavirus. In many European countries, GPs were at the forefront of tackling the 
spread of the virus. They are both gatekeepers and health promoter empowering the community to build a firewall 
against the deadly virus29,30. Even in hospital-oriented towards the health services, where the family medicine 
system is not yet fully implemented (as Wuhan), GPs helped in blocking the viral transmission by monitoring 
people at designated checkpoints in airports, railway stations and highways where they verified personal infor-
mation and conducted health checks for travelers, reporting suspected cases to hospitals for urgent follow-up28.

Another important leading cause of Covid-19 lethality is represented by economic factors. In this sense, a vari-
able under investigation is represented by the GDP. Recent studies seem to observe a lower rate of Covid-19-death 
cases in countries with higher GDP (i.e., Luxemburg)31. The opposite was found for countries that exhibit low 
levels of GDP per capita (i.e., Ukraine, Bulgaria, and Romania)31: people living in low-income European countries 
might suffer of poor health for the scarce access to health services due to their lower income31,32. These factors 
might be exaggerated during the periods of severe crises, negatively affecting the less developed regions31,32.

Starting from these points and given the growing number of daily reported deaths during the Covid-19 
outbreak25, it becomes crucial to evaluate the lethality connected to SARS-COV2, investigating the leading fac-
tors that may affect it.

This study aims to contribute to this research field analyzing the role of health system characteristics in 
affecting Covid 19 lethality during the early days of the pandemic. In particular, we use an explorative approach 
guided by the following research question: which are the health systems’ key-driver variables that play a crucial 
role in predicting lethality? Using the Random Forest regression, and for the purpose of a robust analysis other 
Machine learning methods (ML), we measured the importance of the variables inserted in the model (also called 
“features”) in predicting the target variable lethality at different time horizons. As a further robustness check we 
showed the superior performance of random forest regression with respect to Principal Component Analysis 
(PCA) and other machine learning techniques (ML) such as AdaBoost and Lasso.

This analysis aims to present a scenery of the countries’ health systems performance and their preparedness 
when no specific measures have been yet taken to mitigate the coronavirus impact.

Results
Using the random forest regression, we screened the most relevant variables related to lethality during the first 
40 days of the coronavirus outbreak. We consider the outcome of lethality at 10, 20, 30 and 40 days since the first 
fatal case of COVID-19 registered in each country as a robustness check of our results. Moreover, to obtain a 
summary of the distribution of the importance score of the variables inserted in the Random Forest regression 
we use the median as a central measure and the interquartile range (IQR) as a dispersion measure. The Fig. 1 
reports in vertical lines the error bars representing the IQR (the extremes of the error bars are respectively Q1 as 
25th percentile and Q3 as the 75th percentile) centered on the median value. The IQR results confirm a robust 
ordering of the ranking list after two careful statistical tests have been run: (a) the Kruskal-Wallis non parametric 
H test for the medians of a population showing that the medians of the rankings are statistically different; (b) the 
Wilcoxon post hoc pairwise test (Tables S1, S2, S3 that show the results of the pairwise comparison for different 
sample sizes are available in the file of supplementary materials) that explores the pairwise difference among the 
medians value and it confirms that are all statistically significant.

The results obtained with Random Forest regression, are shown in Fig. 1.
The variables were ordered with respect to their importance in the lethality prediction with values in %. At 

the top rank of the Fig. 1 we have the most relevant variables.
Specifically, a low value of the IQR (the importance of each variable at different time frames 10, 20, 30, 

40 days) shows that the ICU beds per 1000 inhabitants—one of the most important indicators of the health 
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infrastructure—play a crucial role (a constant effect on lethality) in explaining the lethality at the beginning of 
the coronavirus spread. This confirms the existing literature that correlates different mortality rates to bed capaci-
ties at the beginning of the pandemic23,26,27 and it motivates our study that focus on the role of health system 
characteristics in predicting the lethality. In fact, the ICU beds were reduced before the pandemics (as result of 
health reforms inspired to managerialism33) and the cuts created a shortage of ventilators and other lifesaving 
devices. For this reason, in several countries the hospital systems tried to keep as low as possible the number 
of patients in ICU beds eventually delaying their admittance causing a likely negative impact on the lethality.

However, whether examining the average effect of the variables during the study period the indicator more 
influent to the lethality is still the demographic variable including population age (percentage of 65 and above 
years old divided by 1000 inhabitants with at last two or more chronic diseases).

Its relatively large variability appears to be due to the growing effects on the lethality in the 40 days of time 
interval.

This result confirms that the increase in average population age and the higher prevalence of pre-existing 
diseases and strain in physical functioning is strictly connected with lethality for COVID-19.

Interestingly on the other hand there are also the variables of health spending and number of doctors, which 
are not similar in their importance. In this case investments in health expenditure compared to GDP could be a 
new key-driver variable that will provide the first best level of health structures in order to prioritize intervention 
and prevention strategies. Similarly, the number of nurses and doctors will be inversely proportional to mortal-
ity: where there are fewer nurses and doctors, the mortality rate will be higher. In summary, more investments 
in health infrastructure and in general in health spending which make healthcare more accessible to a broader 
part of the population and more doctors and nurses could translate into less virus fatalities.

Moreover, as our results have shown, the GDP is down in the ranking list. We can explain this result in the 
fact that without implications for social welfare the economic growth does not necessarily lead to an increase 
of people wellbeing.

Finally, the variable of GPs follows GDP and shows little but significant predicting quality: the role of GPs in 
healthcare system can help fill the gap in population health services, contributing to reduce lethality.

To test the performance of random forest regression we compare this model with PCA, Lasso, AdaBoost each 
method using the RMSE. Table 1 shows the main results of the Model. The RMSE is estimated with the leave one 
out procedure for the lethality at 10, 20, 30, and 40 days, an average is provided in the last column, clearly showing 
the better performance of the Random Forest with respect to the other two models (AdaBoost and Lasso). These 
criteria confirm the Random Forest that shows the lowest RMSE the best method to study the feature importance.

Figure 1.   The relative importance of the variables for the best regression methods (Random Forest model): the 
bars show the interquartile range (IQR) centered on the median value.
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Discussion
Investigating the factors correlated with the COVID-19 lethality is the key-question of our work to make assump-
tions whether national health care systems are well-equipped and in general are prepared in dealing with a global 
health crisis.

Previous studies had shown that ML techniques provide accurate results using epidemiological data34–36.
In particular, Random Forest models have been used very frequently in prediction analyses, showing high 

performance with respect to other models37–40. Recently, they have been employed to compute COVID-19 mor-
tality or to predict the risk of mortality37,41,42. The data used for the analyses are in prevalence based on patients’ 
physiological conditions, symptoms, demographic information41,42, population characteristics43 or blood lab 
results and clinical data41,44–47.

Unlike the previously mentioned studies, the main contribution of this paper is to analyze the role of health 
system characteristics in predicting Covid 19 lethality during the early days of the pandemic through the usage 
of a Machine Learning model.

Indeed, most of the variables inserted in the model are those that describe the characteristics of each country’s 
health care system.

Specifically, in this paper, we analyzed the leading causes of lethality during the first 40 days of coronavirus 
outbreak in 16 European countries. Assessing the variables that mostly affect the lethality is crucial to provide 
efficient policy decisions concerning the economy of a country and its health care system. Although the variables 
that we selected in our study are standard in explaining the lethality we propose a novel and original study of 
the benefits of applying machine learning methods, and random forest model in particular, to the assessment of 
the variable importance, in explaining the lethality.

We find that demographic variables are the most relevant in predicting lethality, with a prevalence of the elders 
aged over 65 with two or more chronic diseases. This is not surprising, and the result is in line with the frequent 
reports that identify people of older age belonging to risky groups of Covid-19 fatalities36,37,45,48.

Another relevant variable especially during the first days of the spread of the epidemic in explaining the lethal-
ity is the number of beds in ICU: our results confirm that ICU capacity planning must be a first-order concern for 
health authorities to efficiently estimate the demand for urgent care during a pandemic49. This variable is followed 
by the healthcare spending (percentage of GDP), and the number of nurses and doctors/1000 inhabitants. In 
summary, more resources in health infrastructure and in general in healthcare spending make healthcare more 
accessible to a broader part of the population resulting into less virus fatalities. Moreover, where there are few 
doctors, the mortality rate is greater. These results confirm that health policy oriented to expansion of space, staff 
and hospital supplies are strongly recommended during a high burden disease that depletes hospital resources.

In this study there are several strong points. Firstly, using a method like the Random Forest, we obtain a 
model that explains the lethality for the majority of the European countries during the first weeks of Covid-19 
outbreak. Secondly, during a pandemic in which it is crucial to make timely decisions to not increase the number 
of victims, our results mirror the main variables for lethality prediction to mitigate the spread of the virus and 
to reduce the pressure on the hospitals and the health system. Finally, the Random Forest technique used here 
has the advantage that, unlike some traditional regression models, it also could model nonlinear relationships 
that exist among the variables of our analysis.

Despite these strengths, there are several limitations that should be addressed.
The main limitation of the study is that we analyze, due to lacking data, only 16 European countries. However, 

unlike previous studies are limited in size examining just a single country36–38,40, our goal is to use the data from 
16 European countries to analyze with ML techniques the global effect of different health system characteristics 
on COVID-19 lethality during the early days of the pandemic.

Another limitation is that we did not collect information on globalization indicators such as tourists or net 
migration that could influence the lethality rate: increasingly globalized world and health emergencies are con-
nected through interrelated patterns50. In fact, higher degrees of global connectivity enable a faster spread of 
diseases and then an increase of lethality.

Moreover, a potential problem in the data collection of Covid-19 cases is relative to the number of cases that 
can be underestimated: health statistics could miss the real number of people suffering of one or more chronic 
disease. Despite all these data limitations, the usage of a panel of data with 16 countries allows to limit the influ-
ence of the national, and local effects.

Finally, it could be interesting to evaluate a specific healthcare policy, a detailed investigation, especially at 
micro level, as the aggregated variables considered here cannot be directly translated into policy instruments: 
more data could offer better results. We leave these points for future research.

Table 1.   RMSE on lethality for Random Forest and Lasso, computed at different time horizons (10, 20, 30 
and 40 days) deaths per million inhabitants. The “avg RMSE” column is the average of the rows. For the PCA 
method there is no RMSE as the technique does not reconstruct the data.

Model Lethality (10) Lethality (20) Lethality (30) Lethality (40) avg RMSE

Random Forest 32 33 83 125 68

AdaBoost 34 35 100 138 77

Lasso 155 110 340 383 247

PCA ND ND ND ND ND
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Methods
Data availability statement.  Our study was conducted during the first 40 days of the coronavirus out-
break by considering 16 European Countries (Austria, Belgium, Czechia, France, Germany, Greece, Finland, 
Ireland, Italy, Luxembourg, Netherlands, Norway, Poland, Portugal, Romania, Spain). The other European coun-
tries were excluded due to lack of data. For each country we considered the following variables: life expectancy 
at birth, per capita health spending at purchasing power parity (PPP), people aged over 65 years expressed as 
percentage of elders with respect to their age group (without chronic disease, with one chronic disease, with mul-
tiple chronic diseases), the fraction of elders above 65 years over the population, number of GPs/1000 inhabit-
ants, number of GPs excluding pediatrics /1000 inhabitants, number of specialized GPs/1000 inhabitants, num-
ber of doctors/1000 inhabitants, numbers of nurses/1000 inhabitants, health spending as percentage of GDP, 
number of beds in ICU per 1000 inhabitants lethality at 10–20–30–40 days (computed as the ratio of deaths over 
confirmed cases from the first day a death has been reported, it is also called “case-fatality ratio”25). Data were 
drawn from the Eurostat database51 and from countries health profiles published by OECD database52. Number 
of GPs were extracted from the reports of the European observatory of health systems and policies published by 
the World health organization (WHO)53. All data were matched with the statistics of the lethality of COVID-19 
provided by the Data Repository of the Center for Systems Science and Engineering (CSSE) at Johns Hopkins 
University25.

Declaration of agreement with journal guidelines.  All methods were performed in accordance with 
relevant guidelines and regulations and no experiments were performed on humans and/or human tissue sam-
ples. The data used in the analysis derived from public sources, and to the best of our knowledge, there are no 
privacy or moral issues associated with them.

The random forest regression.  Among the various machine learning models that can perform a Regres-
sion Analysis predicting COVID-19 lethality, we are interested in those that allow us to assess the importance of 
every variable used in the model. The model must be able not only to correctly predict levels of lethality using 
independent variables but also to estimate the impact of each variable on lethality. In this work we explored Ran-
dom Forest regression (RF), that we compared in terms of performance with AdaBoost, Lasso and the Principal 
component Analysis (PCA) (for an introduction to Ensemble methods see54). All of these methods were built 
using the “leave one out” procedure on the available data. The “leave one out” procedure is a simple method 
that derives from the more general cross validation technique55. Given a sample S of size n a training phase is 
performed on a subsample S’ of size n-1, leaving out a single point that is used for the validation procedure. This 
procedure is repeated m times (like 1000) with different randomly extracted points. Once completed the proce-
dure we obtain an average performance value (RMSE error) for each model. Once selected the best one we use 
its feature importance ranking list for all its internal variables. As the model is used to predict the lethality values 
at different time horizons (10, 20, 30, 40 days) we take the average of the importance score of each variable using 
the median value (as a robust measure of central tendency) of the 4 cases.

In summary the steps needed to replicate this analysis are the following:

1.	 Prepare k-independent variables that we believe they are mostly related to the Covid-19 lethality (for instance 
the “number of elders above 65 years with two or more chronic diseases”). There is an observation of these 
variables for each country and a value of lethality to predict (at 10, 20, 30, and 40 days).

2.	 Setup the machine learning models (we suggest to use a library such as scikit-learn of Python, or H2o with R, 
that implement several methods), that are able to predict the lethality (at a given time point after the initial 
outbreak) with a regression model

3.	 To improve the ability of the regression models in reproducing the data, as the number of observations is 
not large (one point per each country) we employ a method called “leave one out” that works, during the 
training phase of the algorithm, shortening the dataset of a single random point and repeating the regression 
estimate many times (1000 iterations) in order to get an average value for the predicted lethality.

4.	 The models performance in predicting the lethality (Random Forest, AdaBoost, Lasso, PCA) are compared 
by their square root in mean error (RMSE). The most accurate model is selected after a cycle of 1000 random 
comparisons.

5.	 Starting from the most accurate model we use the “feature importance” to identify the contribution of each 
variable to the regression prediction.

6.	 Finally, to summarize the data of lethality at different time spans (from 10 to 40 days) we use the median 
measure and the interquartile range (IQR) to capture the dispersion and to get a more robust estimate of the 
importance of each variable in the final ranking list.

The Random Forest, Lasso, AdaBoost, form a group of methods that differently from the PCA model respond 
to alternative questions, when it comes to measure the importance of each feature. The main difference is related 
to the following question: (a) is the model able to reproduce the data? (b) is the model able to explain the vari-
ability of each feature?

AdaBoost56 is an ensemble boosting technique that sequentially uses weak learners (usually simple decision 
trees that are barely better than random guessing the results) to obtain an accurate ensemble prediction. The 
main idea of boosting is using a first set of weak models to generate imperfect predictions that are used as “new 
data” to feed a second level of estimators that in turn, run after run, will make better predictions. This sequence 
of estimations, refined step by step, makes the AdaBoost a powerful technique to accurately fit the data, and 



6

Vol:.(1234567890)

Scientific Reports |        (2021) 11:23739  | https://doi.org/10.1038/s41598-021-03120-2

www.nature.com/scientificreports/

make future predictions, but at the risk of overfitting. The RF model is based on random ensembles of decision 
trees, each one solving the recursive binary problem of splitting the data into interesting features (the decisions) 
according to a metric such as the Root Mean Square Error (RMSE) for the regression task or Cross Entropy for 
classification. The RMSE metrics is based on the idea that the best regression model is the one that minimizes 
the total square error from the actual data. The RF regression feature importance is then a measure that estimates 
how much each feature contributes to the minimization of the RMSE. In other words, the most important features 
are the ones that improve the most the ability of the model to reproduce the data.

The Lasso57 technique uses a penalty score applied to the coefficients of the linear regression with the goal of 
reducing the Root Mean Square Error (RMSE) without overfitting the data. The algorithm will reduce (shrink) 
the coefficients, setting several of them to zero. The level of penalty λ controls the amount of regularization and 
therefore the importance of each coefficient. Higher penalties mean that more coefficients are shrunk to zero, 
while low penalty values imply more nonzero coefficients. The importance associated with each feature is the 
absolute value of each regression coefficient. While the feature importance for Lasso is easy to interpret and 
clear the choice of the penalty λ is crucial to keep/discard the variables. Usually, this value is selected with a 
cross-validation methodology. The level of λ is increased until the model is correctly able to fit the training set 
with a lower error, and at the same time, it is not overfitting the validation data. Once the optimal penalty level 
has been reached the remaining coefficients of the linear regression represent with their value the importance 
of each associated feature. Lasso and Random Forest link the feature importance directly to the goodness of 
the regression models, however, while Lasso is a linear technique, Random Forest is not. The decision trees are 
able to correctly perform also in those situations where data do not follow a linear rule. In this sense non-linear 
models are able to capture more complex relationships and are to be preferred every time there is no explicit 
assumption can be made on the data linearity.

Minimizing variance is a trick used also in dimensionality reduction methods such as the PCA. In this case 
the goal is finding a “data transformation” of the dataset that preserves the majority of the total variance of the 
data. Feature importance will evaluate the features that carry out the majority of data variability, and from this 
regard, it will be relative to the data themselves, and not to the model that explains them. For this reason, despite 
the PCA being an attractive method for its simplicity, it does not respond to the fundamental question of which 
variable contributes the most to a regression model; it answers, instead, the question of which variable contributes 
with the largest variance. The dataset used in this paper is of limited size, having only 16 points: one per each 
country. Dealing with short samples with ML methods requires some extra care for the validation part: instead 
of the classical cross-validation technique, that divides the dataset in a training/test set, we used the “leave one 
out” methodology where the validation set consists of a single random point left out during every randomiza-
tion. Averaging the error committed in estimating the validation point allows to check the error, and to tune the 
model for optimal parameters: a procedure known as “hyperparameter tuning”.

In summary, we used the four techniques AdaBoost, Lasso, PCA and Random Forest with leave one out 
validation to get the best model parameters, selecting the one (in our case the Random Forest) that is the most 
efficient in minimizing RMSE. The random forest regression is the model that better generalizes on unseen data 
with no overfitting. Thus, its parameters are used to estimate the feature importance associated with each variable.

Data availability
All data is available in the main text or by request to the authors.
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