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METHODOLOGY

srBERT: automatic article classification model 
for systematic review using BERT
Sungmin Aum1,2,3,4*† and Seon Choe5† 

Abstract 

Background:  Systematic reviews (SRs) are recognized as reliable evidence, which enables evidence-based medicine 
to be applied to clinical practice. However, owing to the significant efforts required for an SR, its creation is time-con-
suming, which often leads to out-of-date results. To support SR tasks, tools for automating these SR tasks have been 
considered; however, applying a general natural language processing model to domain-specific articles and insuffi-
cient text data for training poses challenges.

Methods:  The research objective is to automate the classification of included articles using the Bidirectional Encoder 
Representations from Transformers (BERT) algorithm. In particular, srBERT models based on the BERT algorithm are 
pre-trained using abstracts of articles from two types of datasets, and the resulting model is then fine-tuned using 
the article titles. The performances of our proposed models are compared with those of existing general machine-
learning models.

Results:  Our results indicate that the proposed srBERTmy model, pre-trained with abstracts of articles and a gener-
ated vocabulary, achieved state-of-the-art performance in both classification and relation-extraction tasks; for the 
first task, it achieved an accuracy of 94.35% (89.38%), F1 score of 66.12 (78.64), and area under the receiver operating 
characteristic curve of 0.77 (0.9) on the original and (generated) datasets, respectively. In the second task, the model 
achieved an accuracy of 93.5% with a loss of 27%, thereby outperforming the other evaluated models, including the 
original BERT model.

Conclusions:  Our research shows the possibility of automatic article classification using machine-learning 
approaches to support SR tasks and its broad applicability. However, because the performance of our model depends 
on the size and class ratio of the training dataset, it is important to secure a dataset of sufficient quality, which may 
pose challenges.
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Background
A systematic review (SR) is a literature review that 
involves evaluating the quality of previous research and 
reporting comprehensive results from all suitable works 
on a topic [1]. It is an efficient and reliable approach that 

enables the application of evidence-based medicine in 
clinical practice [2].

However, SRs involve robust analyses, which require 
significant time and effort; these requirements prevent 
the application of up-to-date results in clinical practice. 
As per the Cochrane Handbook for Systematic Reviews 
of Interventions [3], it is recommended that the last 
search of relevant research databases should be within 
6 months before publication of an SR; however, on aver-
age, it takes 67.3 weeks from the registration of protocol 
to the publication of an SR [4].
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Therefore, tools to automate parts of the SR process 
have been suggested based on the recent advances in 
natural language processing (NLP). Even though manual 
intervention is required wherever creativity and judg-
ment are needed [2, 5, 6], technical tasks can be sup-
ported by automated systems, which result in higher 
accuracy, shorter research times, and lower costs [5–7]. 
Moreover, recent advanced machine-learning techniques 
in the field of NLP could lead to the development of new 
algorithms that can accurately mimic the human actions 
involved in each step of an SR.

Global evidence maps [8, 9] and scoping studies [10] 
are examples of techniques that were designed to support 
the logical construction of inclusion criteria for SRs. To 
remove duplicate citations, many citation managers use 
semi-automated deduplication programs [11, 12] and 
additional heuristic [13] or probabilistic string-matching 
algorithms. Nevertheless, such current support systems 
for SRs only tend to focus on comparatively simple and 
intuitive tasks.

In this study, we attempt to automate the screening 
task, which constitutes a significant portion of the entire 
SR process and requires a considerable amount of effort. 
Followed by data acquisition for an SR, the screening task 
is performed to retrieve all relevant literature based on a 
predefined research question [10]. Although most irrel-
evant documents are quickly screened based on their 
title and abstract, a significant number of documents 
still need to be reviewed. These error-prone and time-
consuming tasks were expected to be avoided by means 
of recently proposed decision support systems [14, 
15] which learn inclusion rules by observing a human 
screener [16, 17]. However, these systems were unable 
to achieve high precision scores and also involved many 
limitations. Despite the necessity of sufficient data for 
training, it is difficult to obtain a large amount of labeled 
data in a domain-specific field. Furthermore, it is difficult 
to apply domain-specific literature to existing NLP mod-
els, which are trained using general corpora, and various 
language data cannot be processed simultaneously using 
a single model. These limitations hinder the development 
of a practical screening model for an SR, where vari-
ous sources in different languages should preferably be 
included in order to ensure a well-rounded analysis of all 
reported works.

To overcome these limitations, such as the shortage of 
training data composed of domain-specific multilingual 
corpora, we adopted the Bidirectional Encoder Represen-
tations from Transformers (BERT) [18] algorithm for the 
SR process and referred to it as srBERT.

By pre-training the model with abstracts of included 
articles that were extracted during data collection, the 
proposed method overcomes the deficiency of training 

data and yields improved performance, resulting in a 
higher efficiency than traditional SR workflows. In addi-
tion, it is a practical model suitable for SR analyses; it can 
simultaneously process heterogeneous data comprising 
various languages and is also applicable to other datasets 
for the creation of SRs.

Methods
Datasets
To train the proposed algorithm, we used two types of 
datasets comprising documents that had been collected 
during SRs performed in previous works [19–24]. Data-
setA comprises 3268 articles retrieved for the theme 
of “moxibustion for improving cognitive impairment” 
[24, 25]. The first task using datasetA was to classify the 
included articles that satisfy the three theme criteria: (1) 
cognitive impairment as the target disease, (2) moxibus-
tion therapy as the intervention, and (3) experimental 
design using animal models. The model learned whether 
the paper should be included in the SR based on its title, 
and the ground truth for this task was binary labels man-
ually classified by our team.

However, the original datasetA posed a potential risk 
of distorting the performance of the algorithm due to 
an imbalanced class composition: from the 3268 arti-
cles, only 360 articles were included, which was a ratio 
of 9.08:1. To compensate for this issue and to address 
the problem of data reduction or duplication that could 
be caused by simple over-/undersampling, we created 
dummy data by replacing words in the excluded articles 
with essential keywords to satisfy the inclusion criteria. 
For example, if an excluded article verified the effect of 
“acupuncture” as an intervention approach, we created 
included article title by replacing “acupuncture” with 
“moxibustion.” In this manner, for the first dataset, we 
obtained a total of 1333 included articles, and the final 
ratio was 2.45:1.

The second dataset, datasetB, comprised 409 case stud-
ies that were aimed at verifying the efficacy of oriental 
medicine treatments for all diseases. The second task 
using datasetB was to extract the relations of elements 
(RE) from the title of the articles.

In particular, key elements in a title were classified 
according to their categories, after which the relation-
ships between elements were defined. Because the arti-
cles included in datasetB were case studies on oriental 
medicine, the keywords were composed of diseases and 
treatments (acupuncture and herbal medicine). Subse-
quently, the relationship between elements was defined, 
such as companion therapy (for treatment-treatment) or 
target disease (for treatment-disease).

Although the first task could be applied directly to 
datasetA using its already created labels, it was practically 
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difficult to reconstruct datasetA for use in the second 
task. Conversely, datasetB could not be used for the first 
task because it was a collection of case reports, thus not 
suitable for selecting one specific topic. Therefore, clas-
sification (task 1) and RE (task 2) could be applied to each 
dataset, independently.

Model
srBERT, which is based on the BERT model [18], is a pre-
trained language representation model for automatically 
screening included papers for an SR. As a contextual-
ized word-representation model, such as ELMo [26] and 
CoVe [27], the BERT model is characterized by applying a 
masked language model and pre-training based on deep 
bidirectional representations obtained from unlabeled 
text [28].

Despite the advantages of the original BERT model 
[18], we considered the importance of applying 
domain-specific corpora and vocabulary for creating 

SRs. Furthermore, to minimize the overall effort of 
gathering additional training data, while maintain-
ing the flow of the existing SR process, we decided to 
employ most of the data generated during SR creation.

Therefore, we pre-trained and fine-tuned srBERT 
using domain-specific documents that had previously 
been collected as corpus. The process of building the 
model using the dataset is illustrated in Fig. 1. Depend-
ing on the data used for pre-training, the models 
could be divided into srBERTmy, srBERTmix, and origi-
nal BERT. srBERTmy was pre-trained using abstracts 
of included articles with a vocabulary obtained via 
WordPiece tokenization [29] of the articles, whereas 
srBERTmix was pre-trained using the same dataset as 
srBERTmy, but it used the same vocabulary as the origi-
nal BERT model. Figure 2 highlights the differences in 
composition of the three BERT models. After pre-train-
ing, the three models were fine-tuned using the titles of 
included articles.

Fig. 1  Procedure of building the srBERT model using datasets obtained via previous SRs. The abstracts of documents downloaded in Endnote are 
used to create the model vocabulary and pre-train the model. Data categorized as “Title,” which were obtained through manual screening, were 
used for the fine-tuning of srBERT. SR, systematic review; BERT, Bidirectional Encoder Representations from Transformers
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Fine‑tuning the srBERT model
To enhance the applicability of a pre-trained srBERT 
model for given data and to verify its classification per-
formance, all three models were fine-tuned and evaluated 
through classification tasks or extraction of element rela-
tionships from the titles of included articles.

Results
Model
Base model
In this study, we used the BERT-Base Un-normalized 
Multilingual Cased model, which was released on 
November 23, 2018; this model comprised 12 layers, 768 
hidden, 12 heads, and 110  M parameters, covering 104 
languages. Additional file  1 shows the hyperparameter 
values optimized for the model in more detail.

Fine‑tuning model hyperparameters
The proposed srBERT was pre-trained using the Google 
Cloud Platform, which is typically used for large-scale 
experiments that need to be run on Tensor Process-
ing Units (TPUs). We used eight NVIDIA V100 (32 GB) 
TPUs for pre-training our model. Approximately 5 days 
was required to pre-train each srBERT model. Further-
more, because the fine-tuning process was more compu-
tationally efficient than pre-training the model, we used 

a Google collaboration service to fine-tune srBERT for 
each classification task described earlier. For this fine-
tuning, we tested the performance of the model with var-
ious combinations of hyperparameters to determine the 
one with the highest performance. Model performance 
was tested using max_seq_length of 128 and 256; training 
batch sizes of 4, 8, 32, 64, and 128; and learning rates of 
1 × 10−4, 2 × 10−6, and 3 × 10−5.

Experimental setup
As previously specified, the original BERT model, which 
forms the basis of the proposed model, is pre-trained 
using English language articles from Wikipedia and 
Books Corpora for 1 M steps. The srBERTmy model was 
pre-trained using each dataset from steps 1 K to 400 K as 
learning epochs; 250 K and 355 K pre-training steps were 
found to be optimal for the first task, whereas 100 K steps 
were found to be optimal for the second task. Fine-tun-
ing the proposed srBERT model for both tasks required 
less than an hour because the size of the training data 
is significantly smaller than the size of the data used for 
pre-training.

Experimental results
We tested our model on two types of tasks and com-
pared the performances to those of existing models. Task 
1 included article classification performed in both the 

Fig. 2  Compositions of the three BERT models. srBERT was pre-trained with domain-specific literature data, whereas the original BERT model 
was pre-trained using Wikipedia and books. srBERTmy used the vocabulary created by domain-specific literature data, whereas srBERTmix used that 
of the original BERT model. All three models were fine-tuned using titles from literature data.. SR, systematic review; BERT, Bidirectional Encoder 
Representations from Transformers
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original datasetA and the adjusted datasetA. Task 2 con-
sisted of extracting relationships from the original data-
setB. On average, the proposed srBERT models achieved 
better performance than the state-of-the-art models for 
all evaluated tasks; in particular, the srBERTmy model 
achieved the highest performance in terms of almost 
every performance index, including accuracy, precision, 
recall, F1 score, and area under the receiver operating 
characteristic curve (AUC).

For the first task in the original datasetA, the srBERTmy 
model, pre-trained using 250  K steps, exhibited the 
best performance, with an accuracy of 94.35%, F1 score 
of 66.12, and AUC of 0.77. Among existing models, the 
K-neighbors model exhibited the highest accuracy of 
90.1% (Table  1). However, for the original datasetA, 
despite high accuracies of up to 90%, none of the models 
achieved an AUC exceeding 60, except for the srBERTmy 
model. This was attributed to data imbalance. In con-
trast, improvements in precision and recall scores, 
accompanied by a decrease in accuracy, were observed 
for every model when using the adjusted datasetA. In 
particular, the srBERTmy model trained on 355  K steps 

outperformed all other models, with an accuracy of 
89.38%, AUC of 0.9, and F1 score of 78.46. This was fol-
lowed by the original BERT model, which exhibited a 
performance similar to that of srBERTmy. Table 2 lists the 
model performances for the title screening task.

For the second task, which involved extracting relation-
ships between the words in article titles, the srBERTmy 
model, which was trained on 100  K steps, showed bet-
ter performance than the other sub-models, achieving an 
accuracy of 93.5% with a loss of 27%; this is similar to the 
performance of the original BERT model, which achieved 
an accuracy of 92% with a loss of 23% (Table 3).

Discussion
Even though SR is a comprehensive and reliable approach 
for clinical research, due to the time consumption 
required for the reviewing process, most SRs are already 
outdated by the time of publication [2], and the recom-
mended update interval is difficult to satisfy [30]. Among 
the tasks where automation tools could be supported 
for SR creation, we focused on the appraisal stage for 

Table 1  Performance of the models for the first task of article screening using the original datasetA

SR systematic review, BERT bidirectional encoder representations from transformers, srBERTmy250K srBERTmy model trained for 250 K steps, AUC​ area under the curve, 
SVC support vector classification, MultinomialNB multinomial naive Bayes model

srBERTmy250K srBERTmix Original BERT K-neighbors SVC DecisionTree RandomForest Adaboost MultinomialNB

AUC​ 76.785 50.000 50.685 57.985 50.000 57.449 53.650 55.097 50.000

Accuracy 94.353 89.945 90.083 90.083 89.945 89.118 89.945 90.358 89.945

Precision 83.333 0.000 100.000 52.000 0.000 40.620 50.000 61.538 0.000

Recall 54.795 0.000 13.60 17.808 0.000 17.808 8.219 10.959 0.000

F1 66.116 0.000 26.84 26.531 0.000 24.762 14.118 18.605 0.000

Table 2  Performance of the models for the first task of article screening using the adjusted datasetA

SR systematic review, BERT bidirectional encoder representations from transformers, srBERTmy355K srBERTmy model trained for 355 K steps, AUC​ area under the curve, 
SVC support vector classification, MultinomialNB multinomial naive Bayes model

srBERTmy355K srBERTmix Original BERT K-neighbors SVC DecisionTree RandomForest Adaboost MultinomialNB

AUC​ 90.016 50.000 50.000 58.976 50.000 66.258 66.431 57.319 53.158

Accuracy 89.380 77.120 71.009 75.590 77.123 77.594 78.420 78.066 77.241

Precision 68.900 0.000 0.000 44.715 0.000 51.163 53.416 56.061 51.515

Recall 91.100 0.000 0.000 28.351 0.000 45.361 44.330 19.072 8.763

F1 78.460 0.000 0.000 34.700 0.000 48.087 48.451 28.462 14.978

Table 3  Performance of srBERTmy with respect to the learning steps for the second task (relation extraction) using datasetB

SR systematic review, BERT bidirectional encoder representations from transformers, srBERTmy#K srBERTmy model trained for # K steps

srBERTmy50K srBERTmy100K srBERTmy150K srBERTmy200K srBERTmy250K srBERTmy300K srBERTmy350K srBERTmix Original BERT

Accuracy 0.922 0.935 0.896 0.909 0.922 0.909 0.909 0.922 0.922

Loss 0.337 0.270 0.542 0.540 0.328 0.658 0.658 0.309 0.232
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automatic sorting of trials into predefined categories of 
interest.

Our challenge was to manage insufficient training data 
in the form of multilingual documents. Therefore, we 
devised a multilingual BERT-based model, which is pre-
trained and fine-tuned using documents obtained during 
the SR process. With only minimal architectural modifi-
cations, the srBERT model can be used in various down-
stream text-mining tasks. For both screening and RE, 
the proposed srBERTmy model achieved superior per-
formance compared with other models, followed by the 
original BERT model.

Because the screening task only filtered out sparse data 
from a large amount of exclusion data [10], data imbal-
ance was another challenge. Thus, we adjusted the class 
ratio of datasetA by generating dummy data; the model 
fine-tuned using the new data showed improved perfor-
mance in terms of precision, recall, F1 score, and AUC 
metrics. For both evaluation datasets, the proposed 
srBERTmy model, trained on abstracts and new vocabu-
lary data, outperformed all other models in terms of all 
performance scores. However, the original BERT and 
srBERTmix models, pre-trained on abstracts with pro-
vided vocabulary, exhibited a higher risk of not being 
trained properly, with an AUC of 0.5 and with precision 
and recall values of 0. In the second task, the srBERT 
models achieved better performance than the original 
BERT model, with an accuracy of more than 90%, which 
demonstrated the effectiveness of the srBERT models for 
RE.

To attain optimal performance, we compared the 
changes in the performance of the models for different 
learning epochs. For example, for the bioBERT model 
[31], which had been trained using biomedical corpus, 
it was reported that 200 K and 270 K pre-training steps 
were optimal. For our proposed srBERT models, the per-
formance difference depended on the task and applied 
dataset; for the first task with the original and gener-
ated datasets, the srBERTmy models trained with 250  K 
and 355 K steps, respectively, exhibited superior perfor-
mance, while for the second task, the srBERTmy model 
trained with 100 K steps, was found to be optimal. Nev-
ertheless, the models pre-trained with more than 50  K 
steps showed similar stability and excellent performance.

Through our work, we determined the efficiency and 
feasibility of the proposed srBERT model in supporting 
SR creation. Aside from its state-of-the-art performance 
compared with other models, the srBERT model also had 
the potential to be used for various SR tasks. For SRs that 
have already been performed, the proposed model could 
be used to screen newly updated data. It can also be 
applied for creating new SRs even for different subjects, 
as long as a similar corpus is used.

However, there were limitations to consider in our 
model. We designed a multilingual model, in accordance 
with the aim of SR, analyzing as many varied articles as 
possible without language restriction, while also pursu-
ing the efficiency of model by processing them at once. 
In testing two datasets, our model worked well on both; 
datasetA consisted of both Chinese and English articles 
(Chinese accounted for more than 90% of the data), and 
datasetB was composed of only English articles. Con-
sidering the English terminology used in non-English 
papers, the universality of our model was meaningful.

Nevertheless, the model trained on multilingual data 
implied potential biases reducing the confidence of per-
formance. It was difficult to assess whether the model had 
been trained according to each language’s characteristics 
or which language was better optimized for it. Our model 
showed different levels of training and performance 
depending on the language. The first model, which had 
been trained with a high proportion of Chinese-oriented 
data, tended to have a poor accuracy of classification of 
English data.

Despite the efficiency of the multilingual model, 
improvement of performance in accuracy and reliability 
could be obtained by the model optimized in each lan-
guage; more sophisticated models to compensate for this 
point are expected.

In addition, model vulnerabilities whose precision is 
biased by the observed data could be raised due to the 
limited training datasets. Based on the prediction results 
obtained using the different models, we observed the 
learning performance to be poor in the following com-
mon cases: (1) data included new words and abbrevia-
tions that were not part of the training vocabulary; (2) 
cases with ambiguous titles, wherein the content of the 
abstracts or the full texts of the articles were required; 
(3) multilingual papers, such as those that include both 
English and Chinese; (4) cases where data were labeled 
incorrectly during data processing and which were then 
included in the dataset.

Excluding the technical issue such as ambiguity of the 
title and labeling errors, the learning performance was 
significantly influenced by the sufficiency of the training 
datasets that secured various terminology. It is an inevi-
table challenge of NLP model in specialized domain, even 
though we tried to overcome it while it still remained as a 
limitation. Along with the increasing demand for NLP in 
various domains, model optimization could be improved 
by cooperation of experts to build their own corpus for 
their field. For example, there are BERT models that 
have been trained only with corpora from the medi-
cal field, such as bioBERT [31] and clinical BERT [32]. 
If each researcher pre-trained their own BERT model 
appropriately to their field of interest, they could reuse it 
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by additionally training only detailed topics. We expect 
srBERT can participate in and contribute to the work.

Meanwhile, there are concerns regarding the usability 
of models for general SR tasks due to their dependency 
on the pre-training data. Although the subject of SR is 
distinct from previous studies, the model pre-trained 
with a wide range of resources that share keywords in 
a common domain can be widely reused, optimizing 
the individual SR only by changing the last fine-tuning 
step. Since the fine-tuning is inexpensive in terms of 
computational cost compared to the pre-training pro-
cess, this form of transfer learning allowed researchers 
to take advantage of the powerful deep neural network 
models without having access to a high-end computing 
environment.

Although we did not experience such problem, but it 
may be possible that direct fine-tuning of pre-trained 
model may not always amount to an excellent perfor-
mance. Some data might be detrimental to the perfor-
mance increase; therefore, there applying a systematic 
means of data valuation [33, 34] to filter out certain 
data may be beneficial. This could potentially allow 
more efficient transfer learning, which in turn increase 
the usability of the models in tasks 1 and 2 for general 
SR tasks. We consider this to be one of the most prom-
ising paths to explore in future.

Conclusions
In this study, we proposed the srBERT model for the 
classification of articles to support the SR process. The 
superior performance achieved by the srBERT model 
demonstrated its efficacy for data screening; in addi-
tion, the importance of pre-training using domain-
specific corpora for article classification was also 
highlighted. Although it required minimal task-specific 
architectural modification, the proposed srBERT model 
outperformed existing models in text mining for SR 
tasks, such as data classification and RE.

Our research demonstrated the possibility of auto-
matically classifying articles to support SR tasks, and 
the broad applicability of BERT-based models with 
reusable structures and processes. However, because 
the performance of our proposed model depended 
on the size and class ratio of the dataset used, it was 
important to secure a high-quality training dataset to 
ensure satisfactory classification performance.
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