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Application of artificial neural 
networks and multiple linear 
regression on local bond stress 
equation of UHPC and reinforcing 
steel bars
Ahad Amini Pishro1, Shiquan Zhang2, Dengshi Huang3, Feng Xiong2, WeiYu Li3 & 
Qihong Yang2*

We investigated the use of an Artificial Neural Network (ANN) to predict the Local Bond Stress (LBS) 
between Ultra-High-Performance Concrete (UHPC) and steel bars, in order to evaluate the accuracy 
of our LBS equation, proposed by Multiple Linear Regression (MLR). The experimental and numerical 
LBS results of specimens, based on RILEM standards and using pullout tests, were assessed by the 
ANN algorithm using the TensorFlow platform. For each specimen, steel bar diameters ( db) of 12, 
14, 16, 18, and 20, concrete compressive strength ( f ′

c
 ), bond lengths ( L ), and concrete covers ( C ) of 

db , 2db , 3db and 4db were used as input parameters for our ANN. To obtain an accurate LBS equation, 
we first modified the existing formula, then used MLR to establish a new LBS equation. Finally, we 
applied ANN to verify our new proposed equation. The numerical pullout test values from ABAQUS 
and experimental results from our laboratory were compared with the proposed LBS equation and 
ANN algorithm results. The results confirmed that our LBS equation is logically accurate and that 
there is a strong agreement between the experimental, numerical, theoretical, and the predicted LBS 
values. Moreover, the ANN algorithm proved the precision of our proposed LBS equation.

An Artificial Neural Network (ANN) can capture linear and non-linear relationships between statistical inputs 
and output data models, using methods inspired by biological neural networks1. In fact, an ANN acts as an 
informational system, in order to simulate the network between many simple neurons. Each neuron receives 
input data from different sources and applies linear and non-linear functions or calculations to provide output 
results. In other words, an ANN creates patterns between a set of input values against a corresponding range of 
outputs2,3. In 1943, for the first time, McCulloch and Pitts provided a simple computational model of an ANN4. 
Since then, the use of ANNs has sharply increased and, at present, such networks are widely applied in diverse 
scientific areas5–12.

At present, ANNs are used to analyze data in different fields, such as manufacturing, business, engineering, 
management, and other scientific aspects13–17. Data analysis, such as fault tolerance, convergence, scalability, 
performance, and accuracy, can be applied in various research areas—especially in engineering fields—to pre-
dict or evaluate the precision of results, formulas, and computational terms18. In general, ANNs transmit the 
data and information from their input layer to the output layer. The final calculated values are the results of this 
transmission loop, learning from wrong-doing and right-doing, which can be called feedback. To evaluate the 
success and accuracy of ANN models, we apply different validation metrics and functions, such as the absolute 
percentage error (MAPE), mean absolute error (MAE), mean squared error (MSE), and variance of absolute 
percentage error (VAPE)19–23.

ANN covers a wide range of applications in structural engineering studies24,25. Yeh et al.26 were the first to 
develop a neural network model to discover the relationship between High Performance Concrete (HPC) mix 
design proportion and compressive strength. The inputs were cement, blast furnace slag, superplasticizer, water, 
fly-ash, coarse aggregate, fine aggregate, and testing age. They observed an acceptable agreement in the research 
by comparing their results with experimental data, as well as a statistical regression model. Mehdi Nikoo et al.27 
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performed an investigation on prediction of concrete compressive strength using an evolutionary ANN. They 
proposed an ANN model using a non-linear specialty to determine the compressive strength of concrete. In 
their study, 173 experimental data patterns of cylindrical concrete specimens were used. Sakshi Gupta28 studied 
the ANN applications to predict the compressive strength of concrete containing nano-silica; an ANN model 
with correlation coefficient of 0.8685 was developed. An ANN can provide logical predicted values of compres-
sive strength for 28 day-old specimens. Suryadi et al.29 conducted a research work on the usage of an ANN to 
evaluate the compressive strength of Self Compacting Concrete (SCC). In their research, the SCC mix propor-
tions were the input values of the neural network, while the compressive strength of 28-days specimens was the 
output parameter. After training and testing their neural network, they found a reasonable prediction of the 
ANN, compared to their experimental results, with an error of 10%. Muthupriya et al.30 employed feed-forward 
NNs to determine the compressive strength of HPC specimens at the ages of 3, 7, 28, 56, and 90 days. They also 
investigated the durability of HPC containing silica fume and metakaolin as additives. Their comparison showed 
that the experimental results could be coherently predicted by ANNs. They also found ANNs more applicable 
methods for analyzing unstructured non-linear problems, compared to the general models of mathematical 
regression. Researchers have used neural networks to study different properties of concrete, such as saturated 
water absorption, acid resistance, porosity, and permeability. One of the most constructive additives to enhance 
the compressive strength of concrete is nano-silica. This material is a super effective pozzolanic material consist-
ing of extremely fine particles. The small size of the nano-silica particles and their chemical adhesion made them 
practical admixture to reduce the weakness points of concrete (e.g., permeability) and improve properties such 
as compressive strength and durability31. Gupta et al.28 performed a study on the effect of nano-silica addition 
to increase the concrete compressive strength ( f ′c  ). They collected their experimental results from specimens 
at the age of 28-days and, then, applied an ANN model to predict the f ′c  values. After training and testing, they 
obtained a good agreement between their experimental and numerical results. They indicated that the effect of 
each principal material or additive on concrete behavior can be logically evaluated by the ANN methodology. 
The research works of Abellán et al.32–34 have focused on combining different methods of neural networks, data 
mining, multi-objective optimization, and design of experiments (DOE). They studied how to improve the 
compressive strength over 150 MPa by using local raw materials in Colombia, while reducing the content of 
silica admixture. The aim was to decrease the final cost of making UHPC. They found that acceptable mechani-
cal properties could be obtained by replacing silica-based additives with limestone and recycled glass powder.

Multiple linear regression (MLR) analysis according to least-squares procedures is normally applied to esti-
mate model equation coefficients. Many researchers have conducted studies on UHPC materials, the effects of 
additives on concrete durability, and compressive strength. Charhate et al.35 used ANN and MLR techniques to 
predict concrete slump, and compressive strength of 28 day-old concrete. Water, fine aggregate, coarse aggregate, 
and cement, were the parameters in that study. The investigation showed that their proposed model by MLR, 
delivers good results. Additionally, Khademi and Behfarnia36 evaluated concrete compressive strength using ANN 
and MLR models with a correlation coefficient above 0.9 and under 0.9, respectively. The results demonstrated 
that their model is superior in comparison to expensive experimental tests.

Among all of the previous research works37–50, the applications of ANN and MLR methods to predict and 
determine the mechanical interactions between concrete and steel bars, such as local bond stress (LBS), have 
not been covered. Therefore, in this study, we developed the use of an ANN algorithm in structural engineering 
by checking the accuracy of our LBS equation, proposed by MLR. We conducted a comprehensive investigation 
on the local bond stress between UHPC and steel bars51. In this research, 144 specimens were made, based on 
RILEM standards52. Sixteen of these experimental specimens, as well as 39 new ones, were modeled using the 
finite element software ABAQUS, in order to conduct our numerical investigation. MLR technique was carried 
out to derive the most accurate LBS equation model. The values from experimental and numerical results were 
compared to the values of our proposed LBS equation. The parameters of concrete cover (C) , steel bar size (db) , 
bond length (L), and concrete compressive strength 

(

f ′c
)

 of our UHPC specimens served as input values to the 
ANN. Since LBS is the critical local bond stress between steel bar and concrete, we set the range of validity for 
bond length from 1D to 4D . The output layer was comprised of our experimental and numerical local bond 
stress (uc) results, as well as the values obtained from our proposed LBS equation. After training and testing the 
ANN and conducting a fair comparison between all of the experimental, numerical, and theoretical results, the 
accuracy of our LBS equation was proved. This equation, therefore, can be used by all engineers and researchers 
to calculate the local bond stress between UHPC and steel bars.

Data acquisition
The input values and features of our ANN algorithm were the effective parameters of the local bond stress 
between UHPC and steel bars, including Steel bar size ( R ), concrete cover ( C ), bond length ( L ), and Concrete 
compressive strength ( f ′c  ). Local bond stress values, resulting from our experimental pullout tests and numerical 
studies conducted by ABAQUS, were assigned as the output of the ANN. After training and testing the ANN, we 
compared the predicted outcomes with the experimental, numerical, and LBS equation results. The aim was for 
the ANN to investigate the relationship between R,C, L, and f ′c  and the local bond stress, uc , in order to evaluate 
the accuracy of our proposed LBS equation.

As Fig. 1, research structure presents, there were different evaluation and comparison steps in our research 
plan. Experimental data were compared to the numerical results. After checking the consistency of our experi-
ments in the lab, we conducted a theoretical study to modify the existing LBS equation. Reliable data from 
specimens with steel bar Nos. 12, 14, 16, 18, and 20 were used to assess our proposed LBS equation. Training the 
ANN and conducting further comparative steps were done using our reliable data source. This comprehensive 
investigation ended in a fair assessment, proving the consistency of the results of this research work.
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Experimental program.  To investigate the Local Bond Stress (LBS) between UHPC and steel bars, 144 
specimens were made, based on RILEM standards52. Steel bar size, concrete cover, bond length, and concrete 
compressive strength were the parameters considered when designing these specimens. To increase the UHPC 
compressive strength, nano-silica was used as an additive to the mix design, by 6.5% of cement weight. Table 1 
presents the UHPC mix design used in this research. In this paper, we used the fourth mix design (containing 
6.5% of nano silica content) to reach the desired UHPC compressive strength of 155 MPa for our research.

After demolding the specimens, some of them were kept under thermal curing at 60 °C and 95% moisture 
for 72 h, whereas the other specimens were kept in a 20 °C water tank for 28 days. It has been found that thermal 
curing increased the UHPC compressive strength by more than 40%51.

In this study, the specimens were named in the format R20C2L3F155. R20 means that the reinforcing steel 
bar No. 20 was used to make this specimen. The letter C stands for the concrete cover on the steel bar, L shows 
the bond length, and the letter F indicates the UHPC compressive strength (in MPa)51. As mentioned above, 
the concrete covers were considered in the four different sizes of db , 2db , 3db , and 4db where db represents 
the steel bar diameter (in mm). So, in the R20C2L3F155 specimen, C2 indicated the second concrete cover 
(2× 20 = 40 mm) , whereas L3 belonged to the third type of bond length (3× 20 = 60 mm) . F155 represents 
the concrete compressive strength, f ′c = 155 MPa.

Figure 2 shows the geometric characteristics of the specimens, based on RILEM standards51.
American Standard for Testing and Material, ASTM C234-91a, proposed the pullout test as the most practical 

experiment to investigate the bond stress between concrete and steel bars52,54,55. Figure 3 presents the pullout test 
laboratory and the location of specimens and grip under the jack.

Numerical program.  ABAQUS, a finite element software56, was used to verify the experimental results of 
specimens R16 and R18. To this aim, after modeling our specimens in ABAQUS and running the concrete dam-
age plasticity model, the obtained LBS values were compared with the results of our experiments. To complete 
the numerical studies, and considering the expense of experimental studies, specimens of steel bar sizes 12, 
14, and 20, including different concrete covers and bond lengths from db to 4db , and of concrete compressive 
strength 155.1 MPa, were analyzed by ABAQUS. To conduct a precise numerical analysis of RC structures in 
ABAQUS, we had to determine an appropriate non-linear behavior for concrete. To do so, σ1 was assigned (as 
the stress) to 0.45fc , E (for modulus of elasticity) equal to 4700

√

fc  , and ε1 (for strain)57. Figure 4 presents the 
stress–strain curve of non-linear compressive behavior in concrete. Moreover, the non-linear model of concrete 
behavior under tension is illustrated in Fig. 5, where εcr indicates the strain corresponding to the maximum 
tensile stress of concrete 

(

ft = 0.55
√

fc
)

.
To select the most consistent mesh size for our specimens in ABAQUS, we compared the experimental values 

with the numerical results obtained from different element dimensions of 10, 20, 30, and 40 mm. Figure 6, Bond 
force and bond stress results from ABAQUS, shows that the difference between our experimental and numerical 
results, when using the mesh size of 20 mm in ABAQUS, was about 2%. Therefore, to meet the accuracy require-
ments of our study, we chose the size of 20 mm for our elements51.

Figure 1.   Research structure.

Table 1.   UHPC mix designs (kg/m3)53.

Design no Cement Quartz sand Quartz powder Micro silica Nano silica Water Super plasticizer

1 665 1020 285 200 0 178 23

2 665 1020 285 183.375 16.625 178 23

3 665 1020 285 170.075 29.925 178 23

4 665 1020 285 156.775 43.225 178 23
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The bond stress between a steel bar and UHPC is not distributed constantly along the bond length. In this 
study, we used the simple equation τav = P

πdl to calculate the average bond stress, which is indicated by τav . The 
bond length is shown by l  , while d represents the steel bar diameter. The bond force is represented by P . Figure 7 
shows the modeling of specimens in ABAQUS. As can be seen, the finite element method was conducted to 
analyze the effects of steel bar size, bond length, concrete cover, and compressive strength on local bond stress. 
This analysis was started from initial loading and ended with specimen failure.

Equation proposal and application of ANN
Pullout test and ABAQUS.  Based on the research plan, we conducted a comparison between our experi-
mental and numerical results, in order to investigate the effects of R,C, L, and f ′c  on the local bond stress uc51. 
With regards to the equation τav = P

πdl , increasing the bond length decreases the local bond stress; however, 

Figure 2.   Geometric dimensions of RILEM standard specimens51.

Figure 3.   Pullout test lab and specimen installation51.

Figure 4.   Non-linear model for stress–strain curve of concrete; compressive behavior.
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concrete cover has an effect to the contrary. We found that LBS increased with increasing C . In fact, the crack 
spacing was greater with higher concrete covers, compared to small covers. Therefore, the number of cracks 
around the steel bars decreased from C1 to C2 . This matter led to higher initial cracking force, as well as LBS 
values. Moreover, there was an inverted relationship between steel bar size and LBS. A greater bond surface 
between the steel bar and UHPC, due to an increase in the steel bar diameter, resulted in decreased LBS. As men-

Figure 5.   Non-linear model for the stress–strain curve of concrete under tension.

Figure 6.   Bond force and bond stress results from ABAQUS with different dimensions of elements, compared 
to the experimental results.

Figure 7.   Specimen modeling in ABAQUS.
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tioned above, we added nano-silica by 6.5% of cement weight. This additive improved the concrete compressive 
strength to 155 MPa. Nano-silica enhanced the microstructure of UHPC and, by filling the space between the 
steel bar surface and the surrounding concrete, we obtained higher uc values.

Figure 8, Bond stress results, presents a comparison of some random specimens between experimental (pull-
out test) and numerical (ABAQUS) studies. It can be seen that experimental pullout test results were logically 
consistent with the results from ABAQUS.

Knowing that experimental results are time- and cost-consuming, we extended our numerical investiga-
tion to a comprehensive parametric study. In this part, concrete cover C4 and bond length L4 , including other, 
more commonly used steel bars (Nos. 12, 14, and 20) were used to model our specimens in the finite element 
software ABAQUS. As above, we observed the same trend of increasing or decreasing the LBS by changing the 
effective parameters on local bond stress. Table 2 provides the numerical LBS values of some specimen results 
from ABAQUS.

According to the test results, three main failure modes were recognized: Split, Pullout, and Bar yielding. In 
split mode, hoop tensile stress reached the tensile strength of concrete; failure of the specimen was accompa-
nied with wide radial cracking and splitting into two or more sections. In pullout mode, the reinforcing bar 

Figure 8.   Bond stress results: numerical analysis vs. experimental analysis.

Table 2.   Numerical LBS results from ABAQUS.

Specimen C (mm) L (mm) fc (Mpa) fct (Mpa) Bond force (kg) uNum. (Mpa)

R12C4L1F155 48 12 155.1 6.85 3949.75 85.65

R12C4L2F155 48 24 155.1 6.85 7644.68 82.89

R12C1L4F155 12 48 155.1 6.85 6972.96 37.80

R14C4L1F155 56 14 155.1 6.85 4977.83 79.31

R14C4L2F155 56 28 155.1 6.85 9634.50 76.75

R14C1L4F155 14 56 155.1 6.85 8787.94 35.00

R16C4L1F155 64 16 155.1 6.85 6239.49 76.11

R16C4L2F155 64 32 155.1 6.85 12,059.51 73.55

R16C1L4F155 16 64 155.1 6.85 10,979.08 33.48

R18C4L1F155 72 18 155.1 6.85 6878.00 66.29

R18C4L2F155 72 36 155.1 6.85 13,272.02 63.96

R18C1L4F155 18 72 155.1 6.85 11,747.93 28.31

R20C4L1F155 80 20 155.1 6.85 7782.97 60.76

R20C4L2F155 80 40 155.1 6.85 15,074.39 58.84

R20C1L4F155 20 80 155.1 6.85 13,411.94 26.18
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was pulled out of the concrete by reducing the interaction between concrete and the steel bar to the maximum 
shear capacity of concrete. In this case, concrete remained intact without any cracks or complications indicating 
destruction. This failure mode was observed in specimens with thick cover. Increase in concrete strength was the 
other factor which resulted in the pullout mode. This is due to an increase in the tensile strength of the concrete 
surrounding the reinforcing bar, which leads to predominant shear failure (pullout mode). In other words, by 
nano-silica addition, the failure mode changes from split to pullout. Finally, the bar yielding failure mode occurs 
because of the long development length or high strength of concrete. In this case, the reinforcing bar yields and 
splits before the bond zone reaches the ultimate capacity. These three different failure modes were observed in 
experimental and numerical tests51.

LBS equation.  According to the ACI 408 Committee58, there exist five equations to calculate the bond stress 
between concrete and a steel bar59,60. Comparison of our experimental and numerical results with the existing 
equations proved that we needed a more precise formula to calculate the LBS. To modify the LBS equation, we 
conducted two different theoretical methods, in order to obtain two equations. Then, by applying an investiga-
tive comparison between our theoretical, numerical, and experimental results, we proposed the most accurate 
LBS equation.

For the first theoretical method, we applied our data on Esfahani and Rangan’s equation61, which is a modi-
fication of Tepfer’s theory:

In this equation, db represents the steel bar diameter, uc indicates the bond stress, and c is the minimum 
concrete cover. By having concrete compressive strength ( f ′c  ), we calculate fct = 0.55

√

f ′c .

To simplify our modification, we define the initial value fb =
c
db

+0.5

1.75
fct . Therefore, Eq. 1 can be defined as

Equation 2 can be modified by assigning two constant coefficients, c1 and c2 , as follows:

Figure 9, Linear relationship between fb
utest

 and cdb , presents the linear relationship between the values fb
utest

 and 
c
db

 for steel bars of Nos. 12, 14, 16, 18, and 20, according to the experimental and numerical results. We obtained 
the following linear fitted curve, based on our data:

This method led our first LBS equation to calculate the local bond stress between reinforcing steel bars and 
UHPC to be:

(1)uc = 8.6

(

c
db

+ 0.5

)

(

c
db

+ 5.5

) fct : f ′c ≥ 50 MPa

(2)uc = 8.6
1.75fb
c
db

+ 5.5
fct

(3)uc = 1.75

(

c1 ×
fb

c
db

+ c2

)

,

(4)
c

db
= 1.75× c1 ×

(

fb

uc

)

− c2

(5)
fb

uc
= 0.0213

c

db
+ 0.1643

Figure 9.   Linear relationship: fb
utest

 vs. cdb.
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A new equation proposed by multiple linear regression.  Our second theoretical method aimed to 
determine the relationship between the local bond stress, u , and the four variables c, db, l, and f ′c  . We assumed 
three of our four variables to be fixed in different steps, in order to observe their functional relationships. First, 
we considered db, L, and f ′c to be fixed and investigated the relationship between u and c . As we can see from 
Fig. 10, there was a linear relationship between u and 

√
c.

For the next step, as shown in Fig. 11, Linear relationship between u and 
√

f ′c  , we assumed our fixed param-
eters to be c , db , and l  , in order to observe the relationship between u and f ′c  . It can be seen that u had a linear 
relationship with 

√

f ′c  . Knowing that fct = 0.55
√

f
′
c  represents the tensile stress of concrete, the linear relation-

ship between u and 
√

f ′c  seems reasonable.
Finally, we fixed c , db , and f ′c  to investigate the relationship between u and l  . From Fig. 12, Linear relationship 

between u and l  , we can analyze that u had a linear relationship with l .
Knowing the relationships between u , c , f ′c  , and l  , we assume the equation:

If we assign x1 and x2 as follows:

then the following linear equation can be defined:

Based on known data, we can solve a1 and a2 by linear regression of multiple variables using machine learn-
ing techniques.

Multivariable linear regression is mainly used to study the relationship between a factor variable and multiple 
variables, similar to the principle of univariate linear regression. The difference is that there are more influence 
factors (arguments).

In statistics, linear regression equations are the product of a kind of regression analysis that uses the least 
square function to model the relationship(s) between one or more arguments. This function is a linear combina-
tion of one or more model parameters, called regression coefficients.

For n-dimensional feature sample data, if we decide to use linear regression, the corresponding model would 
be:

This represents a simplified one and we add a feature, x0 = 1 , such that

Further representation in matrix form is more concise, as follows:

where

m represents the number of samples, and n represents the number of sample features.
To obtain the model, we need to find the desired loss function; generally, for linear regression, we use the 

mean square error as the loss function. The algebraic equation for the loss function is expressed as follows:

The loss function, in matrix form, is as follows:

(6)uc = 26.8276

c
db

+ 0.5

c
db

+ 7.7136
fct : f ′c ≥ 80 MPa

(7)u = a1

√

cf ′c
db

+ a2
L

db

√

f ′c

(8)x1 =
√

cf ′c
db

,

(9)x2 =
L

db

√

f ′c ,

(10)u = a1x1 + a2x2

(11)hθ (x1, x2, . . . , xn) = θ0 + θ1x1 + · · · + θnxn

(12)hθ (x0, x1, x2, . . . , xn) =
n

∑

i=0

θixi

(13)hθ (X) = Xθ ,
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


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


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.
.
.
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
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
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.
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




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








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.
.
.
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






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
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
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Figure 10.   Linear relationship between u and c.
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Figure 10.   (continued)
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Figure 11.   Linear relationship between u and 
√

f ′c .
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Figure 12.   Linear relationship between u and l .
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Figure 12.   (continued)
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By parameter estimation of the linear regression model, in order to minimize the loss function, it is necessary 
to guide the following formula:

Then,

Thus, we get the following multilinear regression model:

Finally, we obtain our new LBS equation:

Application of ANN.  ANN has proved to be a common functional approximation, which can be used to fit 
complex functions or solve classification problems. The most typical structure of ANN consists of three layers—a 
labeled input layer, a hidden layer, and an output layer—as can be seen in Fig. 13, Structure of an ANN neural 
network.

In fact, ANNs benefit from a group of neurons and the relationships between them, which can differ from each 
other, by virtue of their assigned weights. ANN is considered as a feed-forward neural network, which means that 
there is one direction from input to output neurons. The information processing goes in this direction. Training 
algorithms, based on the backpropagation algorithm, perform learning and error-correction processes related to 
the input and output data layers. The ANN receives the input data to calculates the error value by assessing the 
target and output values. To minimize the error, ANN adjusts the weights of interconnections between neurons. 
The network keeps this process going, in order to obtain a logical minimum error. As our problem is a regres-
sion problem, the most commonly used loss function is the mean square error (MSE), which is the sum of the 
squares of the prediction data and the corresponding point error of the original data. The MSE can predefine 
the logical minimum error.

We used the rectified linear unit (ReLU) function as the activation function of neurons ( f ) , as shown in 
Fig. 14.

The following mathematical equations describe a neuron K . In these equations, the output signal of the neuron 
is presented by yk , activation function is represented by f  , the linear output is uk , the bias term is indicated by 
bk , and input signals and interconnection weights are respectively denoted by xi and wki.

As Fig. 15, Loss function, presents—and based on previous studies— we use MSE as the loss function.
Adaptive Moment Estimation (ADAM) is an efficient method in the field of deep learning, which can be 

applied for first-order gradient-based optimization of stochastic objective functions by using momentum and 
adaptive learning rates to accelerate convergence. One of the most important principles in engineering research 
is the stochastic gradient-based optimization of parametric functions to maximize or minimize values with 
regards to function parameters. ADAM can work with sparse gradients and the significance of parameter updates 
is constant to gradient rescaling.

Empirical results have shown that the performance of ADAM is good in practice and better than other ran-
dom optimization methods, such as AdaGrad, RMSProp, AdaDelta, SGDNesterov, and SFO (Sum-of-Functions 
Optimizer)62–67. In this research, we used the ADAM algorithm to optimize the model.

(16)J(θ) = (Xθ − Y)T (Xθ − Y)

(17)
∂J(θ)

∂θ
= 2XTXθ − 2XTY

(18)θ =
(

XTX
)−1

XTY

(19)f (x) = xT
(

XTX
)−1

XTY

(20)u = 12.056

√

cf ′c
db

− 0.152
L

db

√

f ′c

(21)MSE
(

y, y′
)

=
∑n

i=1

(

yi − y′i
)2

n

(22)ReLU(x) =
{
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0 if x ≤ 0

(23)yk = f (uk + bk),

(24)uk =
N
∑

i=1

wkixi
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Figure 13.   Structure of an ANN neural network.

Figure 14.   Activation function of neurons (f).

Figure 15.   Loss function, MSE.
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Figure 16.   LBS equations and ANN accuracy.
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Accuracy of LBS equation
Methods of model evaluation.  After obtaining the required multilinear regression equation, we needed 
to judge the goodness of fit of the regression equation, which was carried out through model evaluation.

For multi-linear regression, the most commonly used model evaluation indicator is likely the Mean Square 
Error (MSE):

This is the prediction at the ith observation point. If the response value of the predicted value is very close to 
the real response value, the MSE is very small; whereas, if there is a material difference between the predicted 
response value and the real response value, the MSE is very large. When the MSE is calculated from training 
data, it is called training MSE, but our general relationship is calculated for the test data (i.e., test error means 
square error). The appropriate model must be selected to minimize the test square error.

For multilinear regression, another commonly used model evaluation indicator is the multiple determination 
coefficient (Multiple Coefficient of Determination; R2). The multiple determination coefficient is a statistic that 
measures the fit of multiple regression equations and reflects the proportions explained by the estimated regres-
sion equations in the variance of the factor variable y , which is calculated as the proportion of the regression 
squares to the sum of total squares. The greater the goodness of fit, the higher the degree to which the argument 
interprets the cause variable, the higher the percentage of change caused by the argument to the total change, 
and the denser the observation points are near the regression line.

where SST (total sum of squares) is the sum of squares, SSR (regression sum of squares) is the sum of regression 
squares, and SSE (error sum of squares) is the sum of residual squares.

(25)MSE = 1

n

n
∑

i=1

(

yi − f̂ (xi)
)2

(26)R2− SSR

SST
= 1− SSE

SST

(27)SSR =
m
∑

i=1

(

ŷi − y
)2

Table 3.   Evaluation of statistical parameters of ANN model.

Method

Evaluation Index

Training set Test set All set

MSE R2 MSE R2 MSE R2

LBS Eq. (1) 781.956  − 2.557 1170.375  − 4.085 803.784  − 2.534

LBS Eq. (6) 22.747 0.897 44.129 0.808 24.205 0.894

LBS Eq. (20) 5.324 0.976 4.645 0.980 5.322 0.977

ANN 3.453 0.984 6.327 0.973 3.668 0.984

Table 4.   LBS results from Experimental tests, ABAQUS, and Eqs. (1), (6), and (20).

Specimen C (mm) db (mm) L (mm) f
′

c (MPa) utest (MPa) u1 (MPa) u6 (MPa) u20 (MPa)
u1

utest

u6

utest

u20

utest

R12C2L2F155 24 12 24 155.1 57.54 Num 19.636 47.294 57.51 0.341 0.822 0.999

R12C4L2F155 48 12 24 155.1 82.89 Num 27.903 70.595 82.9 0.337 0.852 1

R12C4L3F155 48 12 36 155.1 80.81 Num 27.903 70.595 81.007 0.345 0.874 1.002

R14C1L1F155 14 14 14 155.1 37.74 Num 13.594 31.633 38.235 0.36 0.838 1.013

R14C3L1F155 42 14 14 155.1 68.52 Num 24.256 60.032 67.61 0.354 0.876 0.987

R14C1L2F155 14 14 28 155.1 36.52 Num 13.594 31.633 36.342 0.372 0.866 0.995

R16C2L1F155 32 16 16 155.1 52.83 Exp 19.636 47.294 51.191 0.372 0.895 0.969

R16C2L2F155 33 16 32 155.1 51.93 Exp 19.96 48.167 50.121 0.384 0.928 0.965

R16C4L1F155 64 16 16 155.1 76.11 Num 27.903 70.595 73.179 0.367 0.928 0.961

R18C3L2F155 54 18 36 155.1 55.262 Exp 24.256 60.032 57.51 0.439 1.086 1.041

R18C1L3F155 18 18 54 155.1 29.489 Exp 13.594 31.633 29.71 0.461 1.073 1.008

R18C4L3F155 72 18 54 155.1 61.97 Num 27.903 70.595 65.1 0.45 1.139 1.051

R20C4L3F155 80 20 60 155.1 57.56 Num 27.903 70.595 61.468 0.485 1.226 1.068

R20C2L4F155 40 20 80 155.1 38.18 Num 19.636 47.294 39.908 0.514 1.239 1.045

R20C4L2F155 80 20 40 155.1 58.84 Num 27.903 70.595 63.361 0.474 1.2 1.077
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where ŷi represents the model forecast value and y indicates the average of y.

Comparison of LBS equations and ANN.  Figure 16, LBS equations and ANN accuracy, represents a 
comparison between the accuracy of LBS Eqs. (1), (6), and (20) and the ANN. As can be seen, the predicted LBS 
values by Eq. (20) were closer to the middle line, thus justifying the precision of our proposed LBS Eq. (20). This 
accuracy may be related to the actual relationship between the effective parameters on local bond stress between 
UHPC and steel bars.

As Table 3 shows, from the MSE point of view, we can observe that Eq. (1) had an MSE of 803.784, which 
indicates a great deviation from reality. Equation (6) better fit the data but its MSE was 24.205, which was also 
large. Equation (20) and the ANN perfectly fit the data, with MSEs of 5.322 and 3.668, respectively.

Considering the R2 values, we can observe that the R2 for Eq. (1) was − 2.534, with a negative value, indicating 
that the fitting result was unreliable and that the fitting function was seriously inconsistent with the data. The 
R2 of Eq. (6) was 0.894 and, so, the fitting function was more in line with the data. Equation (20) and the ANN 
perfectly fit the data, with R2 values of 0.977 and 0.984, respectively.

Table 4 provides a theoretical comparison between some of the LBS values obtained from our experimental 
pullout tests 

(

Exp.
)

 and the numerical results (Num.) in ABAQUS, as well as from Eqs. (1), (6), and (20). We 
chose some random specimens to investigate the precision of our proposed LBS equation. As can be seen from 
Table 4, there was good agreement between our test results and the LBS Eq. (20). In this table, utest represents 
the experimental and numerical pullout test results and u5 represents that for the existing ACI equation, while 
u10 and u28 show the results from our LBS Eqs. (6) and (20).

Based on the comparison provided in this table—and with regards to the last column— the accuracy and 
precision of our proposed LBS equation are evident. In this case, the LBS Eq. (20) can be reliably used to calculate 
the local bond stress between UHPC and steel bars.

Conclusion
In this research, we studied the local bond stress between UHPC and steel bars. Nano-silica was used as an 
additive, in order to improve the compressive strength of the concrete. As the previous LBS equations were 
determined to not be precise enough to calculate the bond stress, we applied our test results—including pullout 
experiments and finite element software ABAQUS results—as input to an ANN. By passing mathematical calcula-
tions and comparing the data, we achieved a new method and proposed an accurate LBS equation.

1.	 According to our study outcomes, the ANN gave the most accurate results. Therefore, Eq. (20) was obtained 
and proposed to calculate the local bond stress between UHPC and steel bars.

2.	 The equations resulting from multiple linear regression could better express the effect of each variable on 
the LBS.

3.	 The proposed LBS equation outcomes were in good agreement with our pullout test and the ABAQUS results.
4.	 The multiple coefficient of determination ( R2 ) of our proposed Eq. (20) was 0.977, while that for the ANN 

was 0.984. It can be seen that the proposed LBS Eq. (20) is precise enough for LBS calculation.
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