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Background: Adolescence can be a challenging time, char-
acterized by self-consciousness, heightened regard for peer 
acceptance, and fear of rejection. Interpersonal concerns 
are amplified by unpredictable social interactions, both 
online and offline. This developmental and social con-
text is potentially conducive to the emergence of para-
noia. However, research on paranoia during adolescence is 
scarce.  Method: Our aim was to examine the prevalence, 
structure, and probabilistic causal mechanisms of adoles-
cent paranoia. A representative school cohort of 801 ado-
lescents (11–15 y) completed measures of paranoia and a 
range of affective, cognitive, and social factors. A Bayesian 
approach with Directed Acyclic Graphs (DAGs) was used 
to assess the causal interactions with paranoia.  Results: 
Paranoid thoughts were very common, followed a con-
tinuous distribution, and were hierarchically structured. 
There was an overall paranoia factor, with sub-factors of 
social fears, physical threat fears, and conspiracy concerns. 
With all other variables controlled, DAG analysis identi-
fied paranoia had dependent relationships with negative 
affect, peer difficulties, bullying, and cognitive-affective 
responses to social media. The causal directions could not 
be fully determined, but it was more likely that negative 
affect contributed to paranoia and paranoia impacted peer 
relationships. Problematic social media use did not caus-
ally influence paranoia.  Conclusions: There is a continuum 
of paranoia in adolescence and occasional suspicions are 
common at this age. Anxiety and depression are closely 
connected with paranoia and may causally contribute to its 
development. Paranoia may negatively impact adolescent 
peer relationships. The clinical significance of paranoia in 
adolescents accessing mental health services must now be 
established.

Key words:   directed acyclic graphs/persecutory 
ideation/psychosis/affective symptoms/youth mental 
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Introduction

There is no age of greater feelings of social vulnerability 
than adolescence. Friendships are often transient, bully-
ing is all-too-common, and online social media provides a 
source of social comparison, ambiguous interactions with 
others, and opportunity for criticism.1,2 During this pe-
riod of developmental change adolescents become more 
attuned to the intentions of others, aware of how others 
perceive them, and hypersensitive to potential rejection.3 
Peer relationships seem unpredictable and avoiding social 
rejection becomes a primary motivator of behavior.4 The 
social world may feel increasingly uncertain and to some 
adolescents potentially hostile. In this context, judgments 
about the intentions of other people may become skewed 
towards the negative. Paranoid thoughts that others are 
deliberately trying to harm you may follow.5

We set out to examine the prevalence, structure, and 
causal mechanisms of paranoia at this key develop-
mental stage. A  small number of previous studies indi-
cate paranoid thoughts are common and continuously 
distributed in adolescents, with approximately a quarter 
reporting frequent suspicions.6,7 As shown in adults a hi-
erarchy of paranoia is likely to occur where severe ideas 
of threat build upon common social concerns.8,9 Yet little 
is known about the content of paranoid thoughts dur-
ing adolescence. Even less is known about causal factors. 
Contributory causal mechanisms identified in a theoret-
ical model of paranoia in adults include negative affect, 
worry, negative self-beliefs, sleep dysfunction, and safety-
seeking behaviors.5 Negative social experiences further 
influence the likelihood that persecutory ideas will take 
hold.10 These suspicions will likely reflect the social con-
text of adolescence, which for many young people occurs 
online to variable degrees. Preliminary research suggests 
addictive internet use11,12 and emotional reactivity to so-
cial media is associated with higher paranoia in young 
people.13 Engaging with social information online in ways 
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that increase feelings of vulnerability or preoccupation 
with threat could influence emerging paranoia. The in-
teraction between paranoia, psychological processes, and 
social factors during adolescence will likely be complex.

In this study, we use an advanced network approach 
for causal discovery: Directed Acyclic Graphs (DAGs). 
A  DAG is the underlying structure of a Bayesian net-
work, a graph encoding conditional dependence rela-
tionships between variables.14 We use DAGs to assess the 
probabilistic causal interactions between adolescent par-
anoia and theoretically important factors identified from 
a cognitive model5 and the existing literature. We examine 
negative affect,15 body image concerns,16 and sleep dys-
function,17 as well as 2 potentially important social fac-
tors at this age: bullying18 and social media use.13 Both 
problematic social media use (addictive use and excessive 
use at night) and cognitive-affective responses to social 
media (emotional reactivity, self-comparison, and threat-
focused safety-seeking behaviors) were assessed. This 
approach does not hypothesize or test a specific causal 
structure. Instead, we use Bayesian inference to learn the 
most likely causal relationships within our data which we 
represent with a DAG.

Method

Participants

Using opt-out parental consent, every pupil (N  =  947) 
in school years 7–10 from a secondary school in 
Leicestershire, United Kingdom was invited to take part. 
This provided a representative cross-sectional school 
cohort of adolescents aged 11–15 years. All classes were 
approached over 1 week, and pupils providing written 
assent completed questionnaires within a 60-minute les-
son led by J.C.B. or a teacher. A total of 801 adolescents 
participated, representing 85% of students enrolled at 
the school (mean age = 13.3 y, SD = 1.16). Participants 
included 410 girls (51%), 382 boys (48%), and 9 “other 
gender” (1.1%). Most participants were White British 
(78.5%) and the second largest ethnicity was South 
Asian (6.9%). Ethical approval was obtained from the 
University of Oxford Medical Sciences Interdivisional 
Research Ethics Committee (R50453/RE001).

Measures

To assess paranoia, a new measure was designed and 
validated in the current sample; the Bird Checklist of 
Adolescent Paranoia (B-CAP). Eighteen items were 
generated to represent a spectrum of severity of par-
anoia with content relevant to adolescents (eg, friends, 
school, and social media). Participants rate the fre-
quency of thoughts over the past fortnight on a 6-point 
scale. The total score demonstrated excellent internal 
consistently (Cronbach’s α = .92) and convergent valid-
ity with the paranoia subscale of the Specific Psychotic 

Experiences Questionnaire6 (r =  .84, P < .001) and the 
Social Mistrust Scale19 (r =  .68, P < .001). Participants 
rated a Visual Analogue Scale (VAS) concerning whether 
they were “more fearful of others than I should be” from 
0 (“No more than I should”) to 100 (“Much more than 
I  should”). This VAS was significantly correlated with 
B-CAP paranoia (r = .41, P < .001).

The Revised Anxiety and Depression Scale (RCADS)–
Short20 measured negative affect. RCADS T-scores, stan-
dardized by age and gender, of 70+ indicate clinical levels 
of anxiety and depression. The Body Esteem Scale for 
Adolescents and Adults21 measured body image concerns. 
The Adolescent Sleep Wake Scale–Short22 measured sleep 
difficulties and the Insomnia Severity Index (ISI)23 meas-
ured insomnia; an ISI score above 9 defined a clinical 
insomnia subgroup.24 The peer problems subscale of the 
Strengths and Difficulties Questionnaire25 measured peer 
difficulties and the Multidimensional Peer Victimisation 
Scale (MPVS)26 assessed bullying.

The Bergen Social Media Addiction Scale27 assessed 
addictive social media use. Four novel social media meas-
ures were created and validated for this study (supplemen-
tary material 1). Social media use at night was assessed 
using 6 items relating to frequency (eg, “How long do you 
usually spend on social media when you are in bed before 
sleeping?”) and impact (eg, “It is hard to stop using social 
media when I need to sleep”). To assess emotional reac-
tivity to social media, participants rated the frequency 
of 7 negative emotions (eg, “scared,” “sad”) while using 
social media. Ten items assessed online safety-seeking 
behaviors—ie, actions to avoid threat while using social 
media (eg, “be careful what I  post so it can’t be used 
against me”). Seven items assessed how often partici-
pants compared themselves negatively to others on social 
media (eg, “I’m not as attractive as other people I see on 
social media”).

Statistical Analysis

Analyses were conducted using R, version 3.4.1.28 Weekly 
item endorsement was used to examine paranoia preva-
lence. The frequency distribution of total items endorsed 
was examined against an exponential model. We assessed 
the hierarchical structure of items using the correlation 
between endorsement rates for each item and number of 
additional items endorsed, corrected for the contribution 
of that item.29

To assess the factor structure of paranoia items 
Exploratory Factor Analysis (EFA) was conducted 
using principal axis factoring (due to the lack of multi-
variate normality30) and Confirmatory Factor Analysis 
(CFA) using the MLR robust maximum likelihood esti-
mator.31 Model fit was assessed using a relative/normed 
chi-square test (χ2/df) of < 3.0,32 a Comparative Fit Index 
(CFI) and Tucker–Lewis Index (TLI) of > 0.95, a Root 
Mean Square Error of Approximation (RMSEA) of < 
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0.06, and a Standardized Root Mean Square Residual 
(SRMR) of < 0.08.33

For DAGs analysis participants who did not finish the 
questionnaires, or had 1 or more entirely missing ques-
tionnaires, were excluded (n = 59). With a missing at ran-
dom34 assumption for remaining participants, multiple 
imputation was conducted for each questionnaire using 
the mice package.35 Five imputed datasets were created. 
The analysis was conducted using the total scores for 
every variable within each of these 5 datasets and the 
results combined.

To examine the causal interactions with paranoia, we 
use a Bayesian method of causal discovery with DAGs. 
A  DAG is a probabilistic graphical model representing 
conditional dependence relationships between sets of 
variables. Each variable is represented by a node, and 
pairs of nodes may be joined by a directed edge (→). 
A directed cycle, that is, a circular sequence of edges lead-
ing from a node back to itself, is not allowed. If  there 
is an edge from A→B, we say A  is a parent of B; this 
implies that after controlling for other parents, B remains 
dependent on A. If  the graph is causally interpreted then 
A is a direct cause of B.14 Conversely, the absence of an 
edge represents independence once earlier variables in 
the network are considered. Using Bayesian inference, 
it is possible to discover the most likely causal structure 
between variables from patterns observed in a given data-
set. However, as distinct causal models can lead to the 
same patterns, it is not possible to learn all the causal 
links from observational data (see supplementary mate-
rial 2 for details).

To determine which causal DAG structures were com-
patible with our data, we use Bayesian analysis to obtain 
a posterior probability distribution over the set of pos-
sible graphs. Following the method of Moffa et al,10 we 
use the Partition Markov Chain Monte Carlo (MCMC) 
algorithm36 to sample from this distribution in propor-
tion to the probability for each possible graph. In other 
words, graphs with a better fit to the data (after account-
ing for model complexity) were selected most often. For a 
fair comparison between graphs with different structures, 
graphs were fitted using a multivariate normal distribu-
tion with an inverse Wishart prior distribution on the 
covariance matrix.37 All variables were matched to the 
quantiles of a normal distribution. On this transformed 
dataset, we used the BiDAG package38 to run partition 
MCMC for 10 million iterations on the 5 imputed data-
sets, thinned by a factor of 1000 to obtain 50 000 sample 
DAGs from the posterior distribution. We averaged over 
this sample to estimate the posterior probability of each 
edge in the network.

For each sampled graph, we also drew a sample from 
the posterior distribution of the covariance matrix. These 
were used, in conjunction with the graphs, to estimate the 
total causal effect of each variable on every other variable 
(supplementary material 2). The total effects comprise 

both direct effects (with other variables constrained) 
and indirect paths via other variables. Causal effects are 
expressed as z-scores with 90% credible intervals (CIs). 
For a significant causal effect to occur, a causal pathway 
must be present in one direction in at least 95% of non-
zero sampled effects.

Results

Prevalence

Paranoid thoughts were commonly endorsed by adoles-
cents, with weekly occurrence by item ranging from 7% 
to 32% (table 1). The mean number of paranoid thoughts 
endorsed was 3.26 (SD = 4.07). The total items endorsed 
followed a single, continuous distribution that closely fit-
ted an exponential curve (r  =  .97; figure  1). The mean 
score for all 18 paranoia items was 12.5 (SD = 14.0). Girls 
reported significantly higher paranoia (mean  =  15.8, 
SD  =  15.0) than boys (mean  =  8.25, SD  =  10.9; 
F(2,790) = 49.7, P < .001). Paranoia was similar across 
age year groups with no interaction between age and gen-
der (F(5,790) = 1.07, P = .38).

Sleep problems were notably prevalent with 42% 
(n = 334) in the clinical range for insomnia. Average levels 
of anxiety and depression were consistent with normative 
data,20 although 11% (n = 91) scored above the RCADS 
clinical threshold. Adolescents in this clinically elevated 
subgroup (mean age = 13.5, SD = 1.05) were predomi-
nantly female (n = 65, 71%) and had substantially higher 
paranoia scores (mean  =  31.2, SD  =  18.7). Of those 
who responded (n = 779), 95% of participants (n = 736) 
reported using social media, with 81% (n = 629) using it 
every day. Of those who used social media, 41% used it 
for more than 4 hours per day (see supplementary mate-
rial 1 for descriptive statistics).

Structure

Individual paranoia items were associated with endors-
ing 3.72–7.65 additional paranoia items (mean  =  5.66, 
SD = 0.91). For each item, endorsement frequency was 
significantly correlated with the number of additional 
items endorsed (r  =  −.75, P < .001). In other words, 
those who endorsed rarer items reported more paranoid 
thoughts in total.

EFA identified a 3-factor structure of paranoia items 
explaining 51% of the variance. These factors were labeled 
social harm (8 items), conspiracy (5 items), and physical 
threat (5 items). Factor correlations were high (social 
harm and conspiracy r =  .80; social harm and physical 
threat r  =  .66; conspiracy and physical threat r  =  .72). 
A 3-factor CFA model demonstrated excellent model fit 
with no modifications (χ2  =  279.9, df  =  132, P < .001, 
χ2/df = 2.12, CFI = 0.96, TLI = 0.95, RMSEA = 0.053, 
SRMR = 0.045) (supplementary material 1). As shown 
in figure 2, a hierarchical factor model with identical fit 
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indices included a general paranoia factor that strongly 
predicted the 3 subordinate factors (0.77–0.93).

Causal Mechanisms

Figure 3 shows the average of the 50 000 sampled DAGs. 
The edge color intensity represents the proportion of sam-
pled graphs in which that edge was present. For clarity, only 
edges present in over 50% of graphs are displayed. Directed 
edges (→) represent significant direct causal effects where 
that orientation occurred in over 90% of cases in which 

an edge was present. Undirected edges depict relation-
ships where this threshold for a consistent causal direction 
was not met. In these cases, an edge between 2 variables 
occurred frequently, indicating high certainty that there is 
a direct causal dependence between them, but that either 
direction could be plausible from the data.

All affective, cognitive, and social variables were signif-
icantly correlated with paranoia (supplementary material 
1). However, the DAG analysis identified a complex net-
work of interactions. Once the contribution of other vari-
ables was controlled, there was high certainty paranoia 
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Fig. 1.  Distribution of total paranoia items endorsed in adolescents fitted against an exponential curve.

Table 1.  Percentage Endorsement of Individual Paranoia Items in Last 2 Weeks

Item 0 (%) 1 (%) 2 (%) 3 (%) 4 (%) 5 (%)
At least Weekly 
(2+) (%)

Social harm
1 I’m sure people are gossiping about me on social media 64 15 12 5 2 2 21
2 People at school are trying to make me feel unwanted 57 17 12 6 4 3 25
3 I am being pushed out of conversations on purpose 57 20 12 5 3 2 22
4 People are trying to embarrass me in class on purpose 57 22 11 5 2 2 20
5 My friends or partner are ignoring my messages to upset me 74 14 5 3 1 1 10
6 People are making sly comments to upset me 65 19 8 5 1 2 16
7 I think people are lying to me on purpose 46 24 15 7 4 4 30
8 People say things under their breath to wind me up 55 20 12 7 2 3 24
Conspiracy
 9 Nasty tricks are being played on me 79 13 6 1 0 1 8
10 People are trying to confuse me on purpose 66 18 9 4 2 2 17
11 Groups of people are planning against me 81 10 4 2 1 3 10
12 People are collecting my information or photos to use against 

me
83 10 4 1 1 1 7

13 I’m sure people are seeking revenge on me 75 14 5 2 1 3 11
Physical threat
14 I feel like I am being followed or stalked 75 13 7 3 1 1 12
15 I am scared of what strangers will do to me 44 23 13 8 4 7 32
16 People will try to kidnap me 74 11 7 4 1 2 14
17 I could be attacked at any time 57 20 9 6 2 6 23
18 I feel unsafe around people everywhere I go 68 13 8 4 3 3 19

Note: 0 = never; 1 = once, 2 = couple of times; 3 = few times a week, 4 = everyday; 5 = all the time. At least weekly endorsement is a score 
of 2 (“couple of times”) or above.
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had direct causal relationships with negative affect, peer 
difficulties, bullying, social media safety-seeking behav-
iors, negative comparison on social media, and emo-
tional reactivity to social media (figure 3). However, the 
direction of these relationships was not well identified, as 
represented by the undirected edges. The proportion of 
sampled DAGs containing a causal pathway from each 
variable to paranoia and vice versa, with the average total 
causal effects (zt), is shown in table 2. The proportion of 
cases where the observed effect is direct (as opposed to in-
direct through other variables), and the size of the direct 
effect (zd), is shown for each orientation.

A direct effect between paranoia and negative affect 
was present in all samples, indicating a causal relationship 
was highly likely. Although the direction was uncertain, 

a pathway from negative affect → paranoia occurred in 
70% of graphs, suggesting a likely causal contribution of 
negative affect. However, the reverse direction was also 
plausible with this orientation occurring in the remaining 
30% of graphs. Regardless of direction, the size of the 
causal effects for negative affect were the largest of all the 
variables in the network.

Body image concerns and sleep difficulties were condi-
tionally independent of paranoia, represented by the lack 
of an edge in figure 2. Although pathways were often iden-
tified between paranoia and both body image and sleep 
difficulties, direct causal effects were small and infrequent 
(table 2). A zero causal effect was observed between para-
noia and body image and sleep difficulties in 9% and 30% 
of graphs respectively, highlighting greater uncertainty in 

Physical 
threat

Paranoia

0.68 0.81

1 2 3 4 5 7 8 9 10 11 12 13 9 10 11 12 136

0.79 0.71 0.58 0.80 0.740.73 0.73 0.77 0.79 0.61 0.69 0.56 0.73 0.66 0.75 0.72

0.77
0.93
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Social harm Conspiracy

Fig. 2.  Second-order 3-factor model of paranoia items.
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Fig. 3.  Directed Acyclic Graph (DAG) of relationships between paranoia and emotional, cognitive, and social variables. Directed edges 
(→) indicate significant causal effect.
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their direct relationship. Notably, young people scoring 
above the cutoff  for insomnia (n = 334) had significantly 
higher paranoia (mean  =  18.4, SD  =  16.6) compared 
to the rest of the sample (mean  =  7.24, SD  =  8.36; 
t(442.2) = 11.0, P < .001). Although this highlights the 
clear relationship between sleep problems and paranoia 
(r = .45, P < .001), their independence in the DAGs indi-
cates the association was sufficiently explained by other 
variables, most notably negative affect (figure 3).

Paranoia and peer difficulties were dependent on each 
other in 100% of cases and a direct effect was nearly 
always present (99%). The direction was not certain; how-
ever, paranoia was more likely to contribute to peer diffi-
culties with this orientation occurring in 82% of sampled 
DAGs. Although a direct relationship between paranoia 
and bullying was always present, the direction was very 
uncertain: a pathway from paranoia → bullying occurred 
in 54% of graphs and the reverse direction occurred in 
the other 46%.

Despite moderate correlations with social media 
addiction (r = .42, P < .001) and night use (r = .34, P < 
.01), causal pathways from these measures to paranoia 
occurred in only 1% of sampled DAGs with negligible 
total causal effects (zt < 0.1). This suggests high certainty 
that problematic social media use did not have a causal 
effect on paranoia. Although a causal pathway in the re-
verse direction occurred in 92% and 94% of samples for 
social media addiction and night use, these were primarily 
indirect with negligible direct effects (zd < 0.01). Notably, 

these social media use variables were significantly caused 
by several factors, including negative affect, peer difficul-
ties, sleep problems, social media emotional reactivity, 
and social media safety-seeking behaviors, represented 
by the directed edges in figure 2.

The DAGs analysis identified dependant relationships 
between paranoia and cognitive-affective responses to 
social media, although the directions were uncertain. 
The strongest effect was for threat-focused safety-seeking 
behaviors where both an edge and a direct causal effect 
were always present. Paranoia contributed to online 
safety-seeking behaviors (60%) more often than the 
reverse orientation (40%). In almost all cases there was 
a pathway in either direction between paranoia and both 
negative self-comparison (99%) and emotion reactivity to 
social media (98%). However, there was a larger indirect 
contribution to these relationships with less certainty in 
the direct effects, represented by the CIs including zero 
and an increased proportion of cases where the causal 
effect was indirect.

Discussion

Prevalence and Structure

Our findings are consistent with the view that adolescence 
can be a socially challenging time, highlighting mistrust 
of others may be part-and-parcel of daily life for a signif-
icant minority of adolescents. Many paranoid thoughts 
were occurring at least weekly for 20%–30% of the 

Table 2.  Average Causal Effects Between Paranoia and all Other Variables

Causal Effects Pathway Present Total z 90% CI Direct Present Direct z 90% CI

Variable to paranoia
  Negative affect 70% 0.57 0.39–0.72 100% 0.43 0.32–0.63
  Body image 46% −0.21 −0.49 to −0.01 44% −0.05 −0.15–0.00
  Sleep 23% 0.19 0.00–0.46 38% 0.03 0.00–0.10
  Peer difficulties 18% 0.21 0.07–0.49 99% 0.15 0.06–0.44
  Bullying 46% 0.40 0.22–0.68 100% 0.29 0.20–0.57
  SM night use 1% 0.03 −0.01–0.10 3% 0.00 0.00–0.00
  SM addiction 1% 0.07 0.00–0.41 54% 0.03 0.00–0.09
  SM safety behaviors 40% 0.39 0.19–0.67 100% 0.26 0.16–0.44
  SM self-comparison 62% 0.38 0.10–0.67 73% 0.16 0.00–0.40
  SM emotion reactivity 47% 0.27 0.06–0.64 80% 0.15 0.00–0.38
Paranoia to variable
  Negative affect 30% 0.59 0.41–0.76 100% 0.48 0.36–0.72
  Body image 45% −0.26 −0.51 to −0.02 24% −0.04 −0.23–0.00
  Sleep 47% 0.25 0.00–0.48 21% 0.02 0.00–0.13
  Peer difficulties 82% 0.28 0.15–0.44 99% 0.22 0.12–0.32
  Bullying 54% 0.42 0.28–0.64 100% 0.35 0.25–0.54
  SM night use 94% 0.10 −0.04–0.38 1% 0.00 0.00–0.00
  SM addiction 92% 0.14 −0.02–0.43 14% 0.01 0.00–0.11
  SM safety behaviors 60% 0.37 0.19–0.63 100% 0.26 0.17–0.41
  SM self-comparison 37% 0.36 0.07–0.61 72% 0.17 0.00–0.45
  SM emotion reactivity 51% 0.30 0.06–0.59 79% 0.16 0.00–0.37

Note: “Pathway present” = the proportion of DAGs sampled where that pathway occurred; “Total z” = average total causal effect when 
that pathway was present; “Direct present” = when that pathway occurred, the proportion of cases where the effect was direct; “Direct 
z” = the average size of the direct effect; CI = credible interval. SM = social media.
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adolescents. Thoughts of physical threat were common—
almost a fifth felt unsafe everywhere around people and 
a third feared what strangers would do to them. There 
were also concerns about peers deliberately excluding 
them, making sly comments to wind them up, and lying 
to them on purpose. Conspiracy concerns were less fre-
quent, with 10% thinking groups of people were plotting 
against them. Rarer paranoid ideas occurred alongside 
more common items, replicating a hierarchical struc-
ture of paranoia seen in adults whereby extreme fears 
about others build upon normal social concerns.8,9 Girls 
reported significantly higher levels of paranoia than boys 
in this sample; this gender difference is consistent with 
evidence that adolescent girls can be less trusting,39 more 
sensitive to potential social exclusion,40 and more socially 
anxious than boys.41 Like experiences such as anxiety and 
depression, the overall incidence of paranoia followed a 
single, continuous distribution. Clinical paranoia would 
likely represent a quantitative shift along this continuum, 
characterized by more frequent and persistent suspicions 
that impair functioning. Such paranoid thoughts in ado-
lescents are likely antecedents of persecutory delusions.5

Causal Mechanisms

We used an innovative Bayesian approach using DAGs 
to examine the causal mechanisms of paranoia during 
adolescence. In our analysis, we found likely direct causal 
relationships between paranoia and negative affect, peer 
difficulties, bullying, and cognitive-affective responses 
to social media. While the direction of these effects was 
uncertain, examining the probability of each direction 
within our data allowed a tentative understanding of 
causal patterns.

There was a robust interaction between negative affect 
and paranoia in adolescents. Affective symptoms had the 
strongest relationship with paranoia and showed high cer-
tainty for a direct causal effect. Although both directions 
were plausible, negative affect was more likely to causally 
contribute to paranoia than vice versa. The uncertainty in 
the direction may be expected given evidence of a recipro-
cal interaction between negative affect and paranoia over 
time.42 Yet the likely causal contribution of negative affect 
is consistent with evidence from adults15,43 and previous 
findings that anxiety, worry, and depression predict para-
noia persistence in a clinical sample of adolescents.13 This 
suggests affective processes may be particularly promising 
intervention targets for adolescent paranoia.

Paranoia was highly correlated with both body image 
concerns and sleep problems, but they were condition-
ally independent once other variables were controlled. 
Examination of the total causal effects (including both 
direct and indirect pathways) showed paranoia and body 
image concerns likely causally influenced each other, but 
mostly indirectly through other variables such as negative 

affect and negative self-comparison on social media. 
Similarly, a causal pathway between paranoia and sleep 
difficulties was probable, but this occurred primarily via a 
shared contribution of negative affect. This is in line with 
experimental evidence that the impact of impaired sleep 
on paranoia is almost fully mediated by negative affect.44 
Treating disrupted sleep is a method of reducing para-
noia,17 which may largely be explained via the mechanism 
of improving mood.

There was a direct interaction between paranoia and 
certain social factors in the adolescents. Although para-
noia had a strong direct relationship with bullying, either 
causal direction was equally plausible. This is consistent 
with the DAGs analysis of Moffa et al10 which could not 
determine directionality without the prior assumption 
that bullying was antecedent to paranoia. Our findings 
suggest this assumption may not hold for cross-sectional 
associations. Rather than a direct causal relationship, a 
shared genetic propensity that increases an individual’s 
vulnerability to both being victimized and endorsing 
unfounded paranoid ideas may be partly responsible for 
the association.18 Another possibility is due to biased per-
ceptions of threat, people experiencing paranoia may be 
more likely to incorrectly perceive hostility.45 Our model 
found a stronger probability that paranoia causally con-
tributed to peer difficulties than the other way around, 
with this direction occurring 82% of the time. As a sensi-
tive period for social development,3 the likely impact on 
peer relationships suggests recognizing and treating para-
noia may be especially important during adolescence.

Social media was a frequent part of daily life for most 
of the adolescents. Although problematic social media 
use was moderately associated with paranoia, it did not 
causally contribute to paranoia or any other variable. 
Multiple intermediate variables accounted for the corre-
lations between paranoia and social media addiction and 
excessive night use. Contrary to concerns of a detrimental 
causal role of social media on mental health,46,47 problem-
atic social media use was instead a consequence of exist-
ing psychological and social difficulties. However, our 
findings did suggest how young people respond to social 
content online may be important. Paranoia interacted 
with social media emotional reactivity, negative compari-
sons to others, and online safety-seeking behaviors. This 
is consistent with causal mechanisms highlighted in a cog-
nitive model of paranoia,5 and longitudinal evidence that 
emotional reactivity to social media maintains paranoia 
in adolescents.13 A reciprocal causal relationship is likely, 
whereby paranoid fears activate these threat-focused cog-
nitive processes that in turn bias threatening appraisals 
of social content, both online and offline, and maintain 
ongoing mistrust.5

As a time of heightened social processing and hyper-
sensitivity to peer rejection,3,48 adolescence may provide 
the psychological conditions upon which paranoia may 
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flourish. Yet the clinical significance of paranoia at this age 
is currently unclear. The prevalence of paranoid thoughts 
in this school cohort and close interaction with affec-
tive symptoms suggests paranoia will likely occur along-
side common mental health problems in youth. Research 
assessing the clinical presentation of paranoia in adoles-
cents accessing mental health services is now needed.

Limitations

There are clear limitations to our study. The use of a sin-
gle school may limit the generalizability of our findings, 
and it is possible young people’s responses were influ-
enced by the presence of their peers. A potential concern 
with self-report paranoia questionnaires is whether they 
measure unfounded suspicions as opposed to genuine 
instances of hostility. Although a degree of measurement 
error is likely, experimental studies in adults show self-re-
port measures are associated with unfounded paranoia 
in controlled virtual reality scenarios.49 Furthermore, our 
measure was associated with participants’ ratings that 
their fears of others are excessive.

Bayesian methods using DAGs are a significant pro-
gression upon commonly used statistical techniques for 
observational data. Within a network of variables, DAGs 
can obtain robust information about which variables 
are independent and which are causally related, with 
details of both the strength and likely direction of effects. 
Bayesian methods also improve the reliability of the iden-
tified network by quantifying the uncertainty in both the 
model selection procedure and estimation of parameters. 
As such, replication of the analysis in a similar dataset is 
likely to give consistent results. However, we must be cau-
tious in drawing causal inferences from cross-sectional 
data. Indeed, causality using DAGs can only be inferred 
under strict assumptions. This includes an assumption of 
causal sufficiency where the variables measured are suffi-
cient to control for confounding relationships. We must 
also assume faithfulness: that is, a complicated causal 
mechanism does not lead to an observationally simpler 
model “by chance.”14 A  limitation of DAGs is they are 
unable to model the reciprocal relationships likely to 
occur within psychological and social constructs. The 
assumption within a DAG of “one true” causal direction 
may therefore obscure the complexity of these relation-
ships. Dynamic network approaches with longitudinal 
data may be needed to decode reciprocal relationships 
that occur over time.42 Despite these limitations, DAGs 
provide novel opportunities to generate robust causal 
hypotheses from observational data and identify testable 
intervention targets to reduce paranoia in adolescents.
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