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Our perception of the environment relies on the efficient propagation of neural signals
across cortical networks. During the time course of a day, neural responses fluctuate dra-
matically as the state of the brain changes to possibly influence how electrical signals
propagate across neural circuits. Despite the importance of this issue, how patterns of
spiking activity propagate within neuronal circuits in different brain states remains
unknown. Here, we used multielectrode laminar arrays to reveal that brain state
strongly modulates the propagation of neural activity across the layers of early visual cor-
tex (V1). We optogenetically induced synchronized state transitions within a group of
neurons and examined how far electrical signals travel during wakefulness and rest.
Although optogenetic stimulation elicits stronger neural responses during wakefulness
relative to rest, signals propagate only weakly across the cortical column during wakeful-
ness, and the extent of spread is inversely related to arousal level. In contrast, the light-
induced population activity vigorously propagates throughout the entire cortical column
during rest, even when neurons are in a desynchronized wake-like state prior to light
stimulation. Mechanistically, the influence of global brain state on the propagation of
spiking activity across laminar circuits can be explained by state-dependent changes in
the coupling between neurons. Our results impose constraints on the conclusions of
causal manipulation studies attempting to influence neural function and behavior, as
well as on previous computational models of perception assuming robust signal propa-
gation across cortical layers and areas.
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The extent and accuracy with which neural signals propagate within and across neural
circuits play a critical role in shaping behavior and cognition. One key variable that
could potentially influence signal propagation across neural networks is global brain
state (1–4). Indeed, during the time course of a day, the state of the brain undergoes
dramatic changes from wakefulness to drowsiness and sleep (3, 5–7). Multiple lines of
evidence in rodents and monkeys have shown that distinct brain states are associated
with specific changes in neural responses (2–4, 8). Neurons strongly respond during
wakefulness when animals are in an aroused state, and responses diminish during
drowsiness and sleep (6, 9–11). However, despite significant progress in our under-
standing of state-dependent sensory coding across neural circuits (2–5, 8, 12, 13), the
influence of brain state on the propagation of electrical signals remains unknown.
The cortical column constitutes an ideal locus to examine the propagation of neural

signals. For over a century, neuroscientists have observed remarkable regularity in the
cortical microarchitecture: Clusters of cells are synaptically connected to form small
columns orthogonal to the cortical surface (14, 15). These microcolumns constitute
the elementary functional units of cortical circuitry (16) and consist of distinct layers
that each contain a characteristic distribution of cell types and connections with other
layers (15, 17–19). Understanding how neural signals propagate across laminar circuits
would greatly contribute to deciphering the functional principles of cortical column
operation.
In principle, the strong intracortical connections within and between cortical layers

(17–20) imply that signals emitted by individual neurons would vigorously propagate
across the entire microcolumn. Indeed, during wakefulness, the input granular (G) corti-
cal layers relay stimulus information to the output supragranular (SG) layers, which send
feedforward projections to downstream areas (18, 20). Furthermore, neurons in SG
layers project back to infragranular (IG) layers, which in turn project to granular layers;
hence, signals are circulated across the entire microcolumn (17, 18). Thus, from a theo-
retical standpoint, it can be argued that electrical signals are robustly transmitted during
wakefulness across cortical layers to contribute to perception and cognition. In reality,
how robustly signals travel across layers in different states of wakefulness, and especially
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when the state of the brain undergoes dramatic changes, such as
during drowsiness and sleep, remains unknown.
Previous studies were unable to address these issues due to

inherent restrictions of techniques such as in vitro slice recordings
[e.g., (21)] and in vivo recordings during anesthesia (6, 10, 22)
that severely limit the behavioral repertoire and hence the inter-
pretation of cortical dynamics across laminar circuits. Even stud-
ies focused on in vivo laminar recordings failed to investigate
state-dependent signal propagation across cortical layers (23–25).
Here, we examined the propagation of neural signals across the
cortical column in different brain states using multielectrode lam-
inar arrays. We discovered that the global brain state strongly
modulates the propagation of neural activity across the layers of
the early visual cortex (area V1). We optogenetically activated spe-
cific cell populations during wakefulness to find that even though
the elicited neural signals were stronger than those during rest,
they propagated to other layers only weakly. Further, arousal was
inversely related to the extent of signal spread. In contrast, the
light-induced activity of the same neural population robustly
propagated throughout the entire cortical column during rest,
even when neurons were in a desynchronized wake-like state prior
to light stimulation. The differential propagation of electrical sig-
nals in different brain states can be explained by state-dependent
changes in the degree of coupling between individual neurons and
their local population. Our results impose constraints on the con-
clusions of causal manipulation studies attempting to influence
neural function and behavior, as well as on previous computa-
tional models of perception assuming robust signal propagation
across cortical layers and areas.

Results

State-Dependent Dynamics of Laminar Population Activity. We
first examined the spiking activity of 1,407 cells across the layers
of V1 of three behaving rhesus macaques using 16- and
24-channel linear array microelectrodes (25, 26). These arrays
allowed us to record multiple neurons with largely overlapping
receptive fields across the entire depth of cortex (Fig. 1 and SI
Appendix, Figs. S1 and S2). Neural responses were recorded in
different brain states while animals performed a fixation or a
behavioral task (see Methods) and during 20 minutes (min) of
rest. To avoid stimulus-induced confounds, we measured neu-
rons’ responses in a 1,000-ms interval in the absence of external
visual stimulation in wakefulness conditions of passive fixation
and during the blank period of a behavioral task, and during
periods of rest (Fig. 1A–C; 17,534 trials during wakefulness and
9,110 pseudotrials of identical length during rest). We controlled
the lights in the room and monitor brightness such that the
experimental setup was identical in all three conditions. As
revealed by analyzing local field potentials (LFPs), wakefulness
was associated with increased high-frequency LFP power (30 to
80 Hz) and decreased low-frequency power (1 to 20 Hz), while
high-frequency power was decreased and low-frequency power
was increased during rest ((1, 5) Fig. 1A–C). As animals rested
with their eyes closed, prominent On-Off transitions occurred
synchronously across cortical layers (Fig. 1C). However, during
wakefulness, in agreement with previous results in sensory corti-
ces in which neuronal activity was measured at multiple sites
along the cortical surface (1, 2, 4), the population of cells emit-
ted action potentials in a desynchronized manner (Fig. 1A
and B).
The dynamics of neuronal responses across the cell population

(n = 95 sessions) were characterized by counting spikes in
10-ms bins. Overall, firing rates were elevated when the animal

performed a task compared to rest, but not when monkeys fix-
ated on the center of a computer screen (SI Appendix, Fig.
S12A). Mirroring the frequent On-Off transitions observed
during rest, there was significantly higher variability (Standard
deviation, SD; SI Appendix, Figs. S12B and S14) and higher
coefficient of variation (SD divided by mean; SI Appendix, Fig.
S12C) in the rest condition compared to wakefulness. We fur-
ther used a two-state Hidden Markov Model (HMM; (23, 27)
Fig. 1D), which has a one-dimensional, latent variable represent-
ing an unobserved population state switching between the On
and Off states (23). We fitted the HMM to summed multiple
single-unit spiking data across layers to transform the spike-
count data into On and Off episodes under the assumption that
spikes are generated via a Poisson process (Fig. 1D and E and SI
Appendix, Fig. S3A). While On and Off episodes resembling the
Up and Down states routinely found during anesthesia and
slow-wave sleep (1–3, 28) were often identified during rest, they
were scarce during wakefulness regardless of whether animals
performed a behavioral task or simply fixated on a computer
screen (Fig. 1A–C and SI Appendix, Fig. S4). Across sessions,
columnar synchrony (calculated as transition rate between On
and Off states derived from HMM) was significantly greater in
rest compared to wakefulness (Fig. 1F and G; χ2 test, P < 0.
0001). In those rare wakefulness trials in which we observed
On-Off transitions, we found that fluctuations in pupil size, a
measure of global arousal, was related to the probability of
occurrence of On and Off states—on a trial-by-trial basis, there
was a negative correlation between pupil size and rate of On-Off
transitions (Fig. 1H; Pearson correlation coefficient, R = �0.10,
P < 0.05); that is, high arousal (larger pupil) decreases the rate
of On-Off synchrony during wakefulness, whereas low arousal
(smaller pupil) increases it. In contrast, rest was accompanied by
significantly higher On-Off transition rates of 12 to 26 transi-
tions/s (Fig. 1C and G). These results were also found through-
out the layers of V1 (Fig. 1I–K and SI Appendix, Figs. S4, S6A,
and S8A); similar results were found in area V4 (SI Appendix,
Figs. S1, S3B, S4, S5, S6B, S7, and S8B describe similar dynam-
ics in V4).

Neuron firing rates in the On state were significantly higher
than those in the Off state across all three behavioral conditions
in both V1 and V4 areas (P < 0.05, Wilcoxon rank sum test for
each comparison). During wakefulness, the proportions of time
spent in the On or Off states were relatively equal (SI Appendix,
Fig. S15, Left; P > 0.05, Wilcoxon rank sum test). In general,
we found that neuronal populations that were in an On state at
the beginning of a trial were more likely to spend more time in
the On state during that trial (this was also true for the Off
states). Furthermore, the proportion of time spent in the On
and Off states did not vary based on changes in the animal’s
arousal (SI Appendix, Fig. S15, Right; P > 0.05, χ2 test). Lastly,
during rest, we found a higher likelihood of Off states compared
to wakefulness (P < 0.05, χ2 test).

Brain State Modulates the Propagation of Optogenetically
Induced Neural Signals. We examined whether the propagation
of cortical signals depends on global brain state. We directly
investigated this issue by optogenetically inducing synchronized
On-Off transitions in a subset of neurons while measuring the
propagation of induced signals to adjacent neurons across the
cortical column during wakefulness and rest (Fig. 2A). This was
done by injecting lentivirus with an alpha-Ca(2+)/calmodulin-
dependent protein kinase II (α-CaMKII) promoter to express
Channelrhodopsin-2 (ChR2) in excitatory V1 neurons across the
cortical column and then optically stimulating a subset of
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Fig. 1. Dynamics of cortical population activity during wakefulness and rest across cortical layers. (A) Schematic representation of electrophysiological
recordings using laminar probes in V1 (Top). Diagram of “no stimulus” condition: Animals were trained to passively fixate on the center of a computer
screen for 1 s. Raster plots represent single units recorded across 16 channels for example time epochs. The spectrograms on the Bottom represent the
corresponding low- (1- to 20-Hz) and high- (30- to 80-Hz) frequency LFP power. (B) Schematic representation of “task” condition (Top). Animals were
trained to report whether a low-contrast visual stimulus was present on a computer screen. Example neuronal activity (Middle) and LFP (Bottom) for the
1-s interval (delay) following stimulus presentation. (C) Animals rested for 20 to 40 min (Top). Example neuronal activity (Middle) and LFP (Bottom) during a
1-s rest epoch. (D) Schematic of a two-state HMM to elucidate hidden states (On and Off) from population firing. (E) Example neuronal activity colored as
On and Off states as predicted by the model; transitions between On and Off states are indicated by arrows. (F) Histograms of rate of transition between
On and Off states during fixation, task, and rest in V1. Arrows indicate medians, and error bars represent SEM. (G) Transitions/s plotted as mean and stan-
dard deviation (SD) during fixation, task, and rest in V1 (transition rate in rest versus fixation and task, *P < 0.0001, Chi(X)2 test, n = 27 sessions). (H) Scat-
ter plot of mean pupil size and rate of transitions on a trial-by-trial basis (V1, R = �0.10, P < 0.05, Pearson correlation, n = 815 trials). (I) CSD analysis to
identify supragranular (SG), granular (G), and IG layers by detecting the polarity inversion accompanied by the sink-source configuration at the base of
the granular (G) layer. Example current sink (shown as red) represents the granular layer and spans ∼400 μm. (J) Rate of transition between On and Off
states in each cortical layer during fixation and task within V1 (during fixation, layer pairs of SG versus IG, SG versus G, and G versus IG, P > 0.05, ChiX2

test, n = 13 sessions; during task, layer pairs compared, P > 0.05, X2 test, n = 13 sessions). Bars represent mean, and error bars represent SD. (K) Rate of
transition between On and Off states in each cortical layer during rest within V1 (layer pairs of SG versus IG, SG versus G, and G versus IG in V1, n = 12
sessions, P > 0.05, X2 test). Bars represent mean, and error bars represent SEM.
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neurons (“stimulated units”) while performing concurrent laminar
recordings (stimulation and control trials were randomly inter-
leaved; see Methods). We performed optogenetic activation in the
35-Hz frequency range while animals underwent a rest-awake
cycle (Fig. 2B; i.e., either rest-awake-rest or awake-rest-awake

sessions; see Methods). Light stimulation duration, frequency, and
number of stimulation trials were identical across brain state condi-
tions. We considered that signals had propagated effectively when
both the stimulated and nonstimulated units exhibited an increase
in firing rates due to laser pulses; in that case, we verified that the
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Fig. 2. State-dependent propagation of cortical spiking
activity. (A) Top: Diagram of the experimental protocol:
20 min of rest was followed by 40 min of wakefulness (fix-
ation task) and then another 20-min period of rest. Sche-
matic of two scenarios: Induced signal remains local at
the light stimulation site (Left), and induced signal spreads
across the entire column (Right). Area V1 was injected
with ChR2 so as to optogenetically induce synchronous
On-Off states. (B) Heat maps represent the difference in
firing rates (ΔFR) between stimulated and control trials
across all units in three recording sessions performed
(Rest-Awake-Rest). Optogenetically induced On (high FR)
and Off (low FR) states in units are indicated by dashed
box. (C) Mean population firing rates represented for opto-
genetically stimulated and nonstimulated units in example
sessions (wake versus rest, *P < 0.01, Wilcoxon rank sum
test). Pearson correlation coefficient (r) computed between
mean firing rates of stimulated and nonstimulated units
(Right: awake versus rest, *P < 0.001, Wilcoxon rank sum
test, n = 12 sessions). Bars represent SEM. (D and E) Mean
firing rates of stimulated and nonstimulated units during
wakefulness and rest in control (D) and laser (E) trials
(laser trials, awake versus rest stimulated units, *P <
0.001; awake condition, stimulated versus nonstimulated
units, *P < 0.001; Wilcoxon rank sum test, n = 12 sessions,
35-Hz stimulation). Bars represent SEM. (F) Mean firing
rates of individual units, plotted as a function of distance
from stimulated units, in rest compared to wakefulness
(awake versus rest, *P < 0.001, Wilcoxon rank sum test,
n = 12 sessions, 35-Hz stimulation). Bars represent SEM.
Dashed boxes in the bottom panel represent the neuron
analyzed. (G and H) Mean transition rate plotted as dots
with SE for stimulated and nonstimulated units during
wakefulness and rest in control (G) and laser (H) trials
(laser trials: awake Stim versus awake Non-stim, *P <
0.001, χ2 test, n = 5 sessions; laser trials: rest Stim versus
rest Non-stim, *P < 0.001, χ2 test, n = 7 sessions). Transi-
tion rate in nonstimulated units in rest compared to wake-
fulness in laser trials (*P < 0.05, χ2 test, n = 12 sessions,
35-Hz stimulation). (I) Mean transition rate plotted as dots
with SE in all units prestimulation, in stimulated and
nonstimulated units in rest compared to wakefulness in
laser trials (rest Non-stim versus awake Non-stim
for desynchronized prestim condition; *P < 0.001, χ2 test,
n = 7 sessions, 35-Hz stimulation). (J) PI (1/Δ FRstim � FRnon-

stim in laser trials) plotted as dots with SE in rest compared
to wakefulness in response to optogenetic stimulation at
35, 20, and 1 Hz (rest versus awake; P < 0.001, Wilcoxon
rank sum test, n = 11 sessions). (K) SI (1/Δ On-Off transi-
tion rates in stim versus Non-stim units in laser trials) plot-
ted as dots with SE in rest compared to wakefulness in
response to optogenetic stimulation at 35, 20, and 1 Hz
(rest versus awake, P < 0.001, Wilcoxon rank sum test,
n = 12 sessions). (L) Schematic representation of the sub-
set population of units analyzed (gray) with a sliding win-
dow of four units with step size of one unit (100 μm) mov-
ing away from stimulated units (blue highlight). (M) Mean
transition rate plotted as dots with SE for subset of units
analyzed as described in L. Transition rates plotted for
wakefulness trials with larger-than-average pupil size (red)
and smaller-than-average pupil size (blue) (small pupil ver-
sus large pupil; *P < 0.01, Wilcoxon rank sum test, n = 4
sessions, 35-Hz stimulation; 20-Hz stimulation yielded simi-
lar results). Non-stim, nonstimulated; n.s., not significant,
Stim, stimulated.
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optogenetic stimulation induced synchronous On-Off transitions
across the entire cortical column (Fig. 2A). Hence, we measured
both the firing rates and frequency of On-Off transitions induced
by laser pulses to capture the extent of signal propagation in stimu-
lated and nonstimulated units.
The 35-Hz optogenetic stimulation allowed us to transiently

activate a subgroup of neurons using 10-ms light pulses pre-
sented for 300 ms while electrical activity was recorded across
the entire depth of the cortex (Fig. 2B). We found both direct
and indirect activation of neurons by light, indicating that opto-
genetic stimulation did spread across cells in the stimulated units
(29, 30) (SI Appendix, Fig. S9). As expected, at the site of opto-
genetic stimulation, the population of neurons increased their
firing rates in both brain states to elicit On and Off transitions
(Fig. 2B and C). In control trials, the firing rates of stimulated
and nonstimulated units were statistically indistinguishable and
did not significantly differ between the awake and rest condi-
tions (Fig. 2D; P > 0.05, Wilcoxon rank sum test for all com-
parisons). In laser trials, the light-induced neural responses of
the stimulated units increased relative to control (P < 0.01, Wil-
coxon rank sum test), and the evoked responses were stronger
during wakefulness compared to rest (Stim units in Fig. 2E; P <
0.001, Wilcoxon rank sum test). However, the mean responses
of nonstimulated units were significantly higher in the rest rela-
tive to the awake condition (P < 0.001, Wilcoxon rank sum
test), where firing rates returned to the baseline values observed
in control trials (P > 0.05; Fig. 2D and E; there was no differ-
ence between the mean firing rates of nonstimulated units in
laser versus control conditions, P = 0.5227, Wilcoxon rank sum
test). Notably, during rest, neuron firing rates in response to
light stimulation were not different depending on whether the
rest sessions were recorded before or after the awake sessions (pre
versus post conditions, Wilcoxon rank sum test, P = 0.85, across
the entire dataset). Although the light-evoked neural signals were
stronger in wakefulness compared to rest, signal propagation was
significantly weaker in wakefulness compared to rest. Indeed,
further examination of the responses of individual units to opto-
genetic stimulation, starting from the border of the stimulated/
nonstimulated units toward the furthest nonstimulated unit
(Fig. 2F, Bottom) revealed that while the increase in population
responses significantly decayed as a function of the distance from
the border of stimulated sites during wakefulness, elevated firing
remained robust across units during rest (Fig. 2F; P < 0.001,
Wilcoxon rank sum test). Individual unit analysis (Fig. 2F) was
congruent with the population-level analysis (Fig. 2D and E),
showing that firing rates in nonstimulated units in laser trials were
elevated in rest relative to control trials (P < 0.001, Wilcoxon
rank sum test), whereas in wakefulness they decayed to the base-
line level of control trials as a function of distance (P > 0.05).
Next, we measured the prevalence of laser-induced synchro-

nized On-Off transitions in the stimulated and nonstimulated
units. Remarkably, while synchronized spiking activity remained
relatively local during wakefulness, it spread vigorously during
rest (Fig. 2B, C, and G–I). In control trials, the On-Off transition
rates calculated by the HMM were not statistically different
between stimulated and nonstimulated units (P > 0.05; Fig. 2G),
although, as expected, they were higher in rest compared to wake-
fulness (P < 0.01, χ2 test). When optogenetic stimulation was
applied (laser trials), the On-Off transition rates sharply increased
in stimulated units in both behavioral state conditions (Fig. 2H;
P < 0.01, χ2 test). However, while the induced synchrony
remained local to stimulated units during wakefulness, it robustly
spread to nonstimulated units during rest (Fig. 2H; P < 0.001,
χ2 test); that is, whereas the nonstimulated units showed a

pronounced decrease in transition rates during wakefulness (a
23-fold decrease from 12.2 to 0.53 transitions/s on average in
stimulated versus nonstimulated units; P < 0.001, χ2 test), they
showed a relatively smaller decrease during rest (1.4-fold decrease
from 17.4 versus 12.8 transitions/s on average in stimulated
versus nonstimulated units). During wakefulness, the On-Off
transition rates in nonstimulated units in laser trials did not
significantly differ from the transition rates in the control
(P > 0.05, Wilcoxon rank sum test), indicating that the optoge-
netically induced signals remained local to the stimulated units
(Fig. 2G and H; P > 0.05, Wilcoxon rank sum test). However,
during rest, the On-Off transition rates in nonstimulated units in
laser trials were significantly higher than those in the control con-
dition (91% increase; P < 0.01, Wilcoxon rank sum test) to indi-
cate that optogenetic stimulation spread to nonstimulated units
(Fig. 2G and H; P < 0.001, Wilcoxon rank sum test).

An alternative measure of synchronized On-Off transitions is
the correlation between the temporal profile of the mean popula-
tion response of directly stimulated units during optogenetic
stimulation and the mean population response of nonstimulated
units during the same interval (Fig. 2C). Notably, this alternative
measure of synchrony yielded similar conclusions for our main
result (i.e., the correlation between the mean response of stimu-
lated and nonstimulated units in laser trials was significantly
higher in rest compared to wakefulness; Fig. 2C; P < 0.001,
Wilcoxon rank sum test). Altogether, these results indicate that
laser-induced electrical signals robustly propagate across the corti-
cal column during rest, but not during wakefulness (these results
are robust and consistent across animals; SI Appendix, Fig. S14).

Controlling the State of Neural Populations Before Optogenetic
Stimulation. One key variable that could have influenced the dif-
ferential propagation of electrical signals across the cortical
network is the state of the local population before optogenetic
stimulation is applied. Indeed, Fig. 2G shows that, as expected,
the On-Off transition rate in the control condition was higher in
rest compared to wakefulness in the absence of external light
stimulation for both stimulated and nonstimulated units
(P < 0.001, χ2 test). This could cause optogenetic stimulation to
induce a higher rate of On-Off transitions (more synchrony) in
stimulated units during rest (Fig. 2H), which could potentially
increase the degree of signal propagation in nonstimulated units.
If that were the case, our results would still stand, but would be
simply explained by the higher synchrony state of the local popu-
lation in rest relative to wakefulness. To ensure that the propaga-
tion of optogenetically induced neural signals is not contaminated
by naturally occurring synchronous activity during rest, we specif-
ically extracted only those trials in which the population of
neurons was desynchronized for at least 1,000 ms before light
stimulation in each condition (i.e., zero On-Off transition rate
prior to optogenetic stimulation; P > 0.05, χ2 test).

For the trials in which the local population was desynchronized
in both brain state conditions (i.e., “Prestim period, all units”
condition in Fig. 2I, which comprised 44% of trials during rest
and 93% of trials during wakefulness), the prestimulation state of
the neural population was indistinguishable between wakefulness
and rest (P > 0.05, χ2 test, in each session). This led to equal
light-induced On-Off transition rates in stimulated units during
wakefulness and rest (Stim units; Fig. 2I). However, this did not
change the extent of propagation of cortical signals across brain
states originally reported in Fig. 2H (“Non-stim units,” Fig. 2I);
that is, even when the state of the neural population before opto-
genetic stimulation was identical in both conditions, the spread
of light-induced neural signals to adjacent nonstimulated units
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during rest remained robust across the entire cortical column,
whereas the extent of signal propagation was greatly reduced
during wakefulness (Fig. 2I; χ2 test, P < 0.001).
To test whether the effects of state-dependent signal propaga-

tion were frequency dependent, we varied light frequency
between 1, 20, and 35 Hz while laser power and total light expo-
sure were held constant in each condition. For each tested fre-
quency, we calculated the propagation index (PI), defined as the
inverse of the difference between the mean firing rates of nonsti-
mulated versus stimulated units in laser trials (low PI values indi-
cate weak propagation, whereas high PI values indicate strong
propagation). Across sessions, PI was higher in rest compared to
wakefulness for each stimulation frequency (Fig. 2J; P < 0.001,
Wilcoxon rank sum test), indicating that the effects on firing
rates were robust irrespective of the frequency of optogenetic
stimulation (Fig. 2J and SI Appendix, Fig. S10). Additionally, for
each tested frequency, we calculated the synchrony index (SI),
defined as the inverse of the difference between the mean
On-Off transitions/s of nonstimulated versus stimulated units in
laser trials (low SI values indicate weak propagation, whereas
high SI values indicate strong propagation). Across sessions, SI
was higher in rest compared to wakefulness for each stimulation
frequency (Fig. 2K; P < 0.001, Wilcoxon rank sum test). Thus,
the brain state–dependent signal propagation effects revealed
here do not depend on a specific frequency of laser stimulation.

Arousal Influences the Propagation of Light-Induced Neural
Signals. We further examined whether trial-by-trial changes in
brain state during wakefulness (12) could influence the propagation
of neural signals. Previous studies have shown that fluctuations in
cortical state covary with global arousal (3, 13) and that a measure
of arousal is pupil size (31, 32). Although changes in brain state
due to fluctuations in arousal are not as prominent as those between
sleep and wakefulness (12), we nonetheless expected differences in
the extent of signal propagation. To this end, we grouped the trials
in each awake session based on the median pupil size into low
arousal (small pupil) and high arousal (large pupil) trials.
Although light-induced synchrony remained mostly local during

wakefulness, we found a significant influence of arousal on the
extent of signal propagation; that is, we quantified the rate of
On-Off state transitions by applying the HMM to subnetworks of
fixed size (four units), starting with the stimulated sites and gradu-
ally shifting every 100 μm toward the nonstimulated sites (Fig. 2L).
In states of low arousal (small pupil), there was a higher spread of
synchrony (i.e., higher rate of transitions between On and Off
states), whereas in the high-arousal state (large pupil), synchrony
was strictly limited to the stimulated sites (Fig. 2M; Wilcoxon rank
sum test, P < 0.01). This indicates that contrary to the expectation
(3, 8, 13) that higher firing rates observed during the aroused state
may enhance the spread of neural signals, alertness actually limits
the extent of signal propagation across laminar cortical populations.

State-Dependent Signal Propagation Does Not Depend on the
Stimulated . We further examined whether the state-dependent
signal propagation that we observed depends on which layer
was optogenetically stimulated. In principle, since correlations
between neurons are layer dependent [Hansen et al., 2012 (25)],
it may be possible that electrical signals could propagate differ-
ently depending on laminar identity. We thus repeated the
experiments in Fig. 2 by directing laser stimulation to the G,
SG, or IG layers while neurons were transiently activated using
10-ms light pulses presented at 20 or 35 Hz for 300 ms, and
electrical activity was recorded from all layers simultaneously. In
particular, we examined whether or not the lack of signal spread

during wakefulness could be due to the laminar location of the
subset of neurons we chose to stimulate.

Fig. 3A shows the results of one example session in which we
stimulated the granular layer during wakefulness—laser stimula-
tion increased the firing rates of granular layer neurons signifi-
cantly beyond control level to induce local On-Off synchronized
transitions (Fig. 3A, Top; P < 0.0001, Wilcoxon rank sum test),
reminiscent of the synchronized state during rest. In contrast, the
neurons in adjacent nonstimulated layers had a small, but statisti-
cally significant, increase in firing rate (Fig. 3D; Wilcoxon rank
sum test; laser versus control trials in stimulated [G layers]:
P < 0.0001, nonstimulated [SG and IG layers]: P < 0.05). During
rest, the light-induced increase in firing rate in the granular layer
spread throughout the cortical column to adjacent layers (Fig. 3A,
Bottom and SI Appendix, Fig. S16). These results were confirmed
by the HMM predictions (i.e., the synchronized state transitions
induced in the G layer spread only poorly to adjacent SG and IG
layers during wakefulness; Fig. 3B and C; χ2 test, P < 0.001;
control trials represented in Fig. 3B and C, Bottom; χ2 test, P >
0.05). Across sessions, the weak spread of light-induced population
spiking activity during wakefulness was observed regardless of
which layer was optogenetically stimulated (Fig. 3E). In contrast
to wakefulness, the light-induced neural signals during rest (mea-
sured by the On-Off transition rate) robustly spread to adjacent
nonstimulated layers across the cortical column (Fig. 3F; i.e., the
On-Off transition rates in nonstimulated layers returned to base-
line [control trials, P > 0.05]) in wakefulness but remained signifi-
cantly elevated in rest (79% increase, laser versus control; P <
0.001, Wilcoxon rank sum test). Altogether, these results indicate
that layer identity is not a confound restricting the spread of neu-
ral activity across the laminar circuit during wakefulness, thereby
confirming our findings that brain state modulates signal propaga-
tion across the cortical column independent of layer identity.

Population Coupling Explains the Brain-State Dependency of
Signal Propagation. What mechanism could underlie the influ-
ence of global brain state on the degree of propagation of spiking
activity across laminar networks? Since the spread of neural signals
was limited during wakefulness but significantly less restricted dur-
ing rest, we reasoned that the strength of functional connectivity
across columnar neurons may exhibit state dependency. We thus
computed the strength of coupling between individual neurons
and their local population and hypothesized that coupling would
be weak during wakefulness but strong during rest. Notably, popu-
lation coupling is a correlate of synaptic connectivity [i.e., the pop-
ulation coupling of a neuron provides an estimate of the number
of synapses received by a neuron from its neighbors (33)].

To quantify population coupling, we computed spike-triggered
population rates by correlating the spike train of each neuron
with the summed activity of the neural population (excluding the
neuron being examined; Fig. 4A). Population coupling was
remarkably higher in rest compared to wakefulness (Fig. 4B, Left;
Wilcoxon rank sum test, P < 0.01), and the degree of state mod-
ulation was more pronounced during laser stimulation (Fig. 4B,
Right; Wilcoxon rank sum test, P < 0.001). Neurons that were
weakly coupled to their neighboring neurons during wakefulness
became strongly coupled with their neighbors during rest. Thus,
increased coupling between individual neurons and their local
population allows a greater spread of synchronous activity during
rest, whereas weaker coupling during wakefulness limits signal
propagation (Figs. 2A and 3A). We further asked whether the dif-
ference in population coupling between wakefulness and rest is
maintained when neurons are in a desynchronized wake-like state
prior to light stimulation (as in Fig. 2I). However, when we
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selected only the trials in which population activity was indistin-
guishable between wakefulness and rest 1,000 ms before optoge-
netic stimulation (P = 0.59, Wilcoxon rank sum test), we found
that coupling during laser stimulation remained significantly
higher in rest compared to wakefulness (P < 0.0001, bootstrap
test). Altogether, these analyses indicate that population cou-
pling changes as a function of brain state such that the input
connection strength dynamically shifts between wakefulness
and rest—an underlying mechanism explaining how brain state
modulates signal propagation in laminar circuits.

Discussion

Using a combination of multielectrode laminar recordings and
optogenetics, we found that the propagation of electrical signals is

strongly influenced by global brain state. Following the optogenetic
induction of synchronized activity in a subset of neurons, we found
a significantly larger spread of neural signals during rest compared to
wakefulness. Remarkably, even when we strictly controlled for the
state of the neural population before light stimulation, synchronous
signals robustly spread during rest but remained local in wakefulness.
Furthermore, a global variable controlling the awake state, arousal,
was inversely correlated with the spread of neuronal signals. The
almost total lack of synchronized fluctuations across layers during
wakefulness when On-Off state transitions are optogenetically
induced in one layer is surprising given the presence of strong
interlayer connections mediating information transfer (17, 19,
20, 34). This suggests that during wakefulness there is a remark-
able degree of independence of individual layers, which may act
as independent functional units during sensory processing (25).
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Fig. 3. Optogenetically induced On-Off states remain local during wakefulness. (A) Difference in firing rates (ΔFR) between “light stimulation” and control
trials across all single units in an example session. Laser stimulation was performed at 35 Hz using 10-ms pulses for 300 ms in wakefulness (Top) and rest
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Non-stim, nonstimulated; Stim, stimulated.
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Mechanistically, our results can be explained by the state-
dependent coupling between individual neurons and local popu-
lation activity. Indeed, neurons were more coupled to their
neighbors during rest compared to wakefulness, and population
coupling controlled signal propagation. An additional mecha-
nism could be state-dependent modulation of the balance
between local excitation and inhibition (35, 36). Theoretically,
it has been proposed that the excitation-inhibition (E/I) ratio
impacts fluctuations in local populations, including low-
frequency synchrony and correlations (25, 37, 38). Furthermore,
experiments in rodents have revealed that sleep regulates cortical
E/I balance (39), with inhibitory interneurons responding only
weakly during slow-wave sleep and maximally during rapid eye
movement sleep and wakefulness (9, 40). We confirmed in our
data set that the E/I ratio (based on functionally defined cell
types; SI Appendix, Fig. S11) is significantly higher in rest com-
pared to wakefulness (SI Appendix, Fig. S11). This raises the pos-
sibility that a decrease in E/I ratio from rest to wakefulness, along
with a decrease in population coupling, contributes to restricting
the propagation of cortical population activity (41–43).
What could be the functional significance of the state-

dependent propagation of neural signals revealed here? The opti-
mal network state during wakefulness is the desynchronized
mode. Indeed, desynchronized cortical activity has been shown to
be important for sensory coding and perception (12, 25, 44) (i.e.,
when cells are desynchronized, populations of neurons encode
more information to increase perceptual accuracy). However, how
electrical signals propagate along the cortical column in different
brain states has remained unknown. The weaker signal propaga-
tion across the cortical column during wakefulness observed here
could constitute an efficient “noise-reduction” mechanism that
operates by blocking the propagation of electrical signals elicited
by distractor stimuli. Indeed, since the generation of action poten-
tials is metabolically expensive, the brain must prevent weak, irrel-
evant stimuli from eliciting spiking activity in target neurons.
In contrast to wakefulness, rest is associated with significantly

stronger coupling of individual neurons to local population
activity (cf. Fig. 4), which contributes to enhanced signal propa-
gation. This dynamic shift in population coupling from wakeful-
ness to rest may be a mechanism by which cortical networks
undergo synchronicity, a fundamental phenomenon required for
the brain’s daily maintenance [e.g., upscaling/downscaling syn-
aptic connections and eliminating metabolic waste (28, 42, 45)].
Furthermore, strong coupling during rest would be advantageous
to ensure the maintenance of endogenously generated Up and

Down states, which, although ubiquitously observed during slow-
wave sleep (28), remain poorly understood.

Overall, we found that cells are more coupled during rest
(higher population coupling), and hence the light-evoked action
potentials have a higher probability of being transmitted across
layers. In contrast, cells are significantly less coupled during wake-
fulness, and this reduces the transmission probability of light-
evoked action potentials across layers. We also showed that this
shift occurs across a continuum of brain states—when the animal
goes from high arousal to low arousal (drowsiness) to rest. These
findings may suggest a refinement of the conclusions of causal
manipulation studies attempting to influence neuronal responses
and behavior (30, 46–48), as well as of current computational
models of perception assuming robust signal propagation across
cortical layers and areas (49–51). However, this idea has been
taken for granted in optogenetic and electrical stimulation studies
in behaving animals (47, 52, 53). That is, signal propagation is
generally assumed, but uncontrolled for. We showed that brain
state strongly influences how far signals travel in neocortex. Thus,
studies relying on causal optogenetic or electrical stimulation
methodology should control for the state of the brain at the time
of stimulation, as one might observe stronger effects in the drowsy
relative to the alert state (cf. Fig. 2M). The brain state of the ani-
mal could complicate the interpretation of causal stimulation
manipulations, popular in systems neuroscience and brain-
machine interface studies (30, 46, 53–57). This idea is consistent
with a previous study (58) showing that electrical stimulation in
the anesthetized, but not awake, state leads to activation at post-
synaptic sites in V1, but suppression at synaptically later sites in
the extrastriate cortex. However, one caveat of our findings is that
optogenetic activation does not mimic the pattern of neural activ-
ity observed under normal visual stimulation conditions. In
addition, technical limitations prevented us from varying light
intensity (but not frequency); hence, we were unable to evoke the
wide range of responses that one would normally expect during
natural vision. Despite all these limitations, optogenetic stimulation
allowed us to probe the degree of signal propagation in columnar
circuits in different brain states and thus discover, within our
experimental framework, that propagation is stronger during rest.

Taken together, our findings provide a key insight into the
brain state–dependent propagation of neural signals across colum-
nar circuits and its functional significance. Revealing the neural
network underpinnings of how and why the brain switches from
an asynchronous to a synchronous state may pave the way for
new approaches to investigating the aberrant synchrony observed
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in a myriad of neuropsychiatric disorders such as epilepsy, Alz-
heimer disease, schizophrenia, and autism (45, 59). Given the
similarities of columnar microcircuitry associated with different
sensory modalities (16, 17, 60–62), the brain-state control of
dynamics and spread of cortical spiking activity revealed here
could constitute a general principle of signal propagation across
sensory cortical populations.

Methods

Detailed methods are provided in the SI Appendix. All experiments were per-
formed in accordance with protocols approved by NIH Guidelines for the Care
and Use of Animals for Experimental Procedures and approved by the Institu-
tional Animal Care and Use Committee at the University of Texas Health Science
Center at Houston. Monkeys were trained for 3 to 4 months on visual fixation
and contrast detection. After learning, a recording chamber (17-mm inner diam-
eter) for single-unit multiple electrode recording was cemented over areas V1
and V4 (according to the MRI map). A total of 75 sessions and 1,407 units in
area V1 were recorded from three rhesus monkeys (Macaca mulatta): W, C, and
T. Overall, we recorded from 1,920 cells across the layers of V1 in three monkeys
(n = 95 sessions across all behavioral states). We recorded 789 V1 units in the
task condition, 608 V1 units in the fixation (no stimulus) condition, and 523 V1
units in the rest condition. An additional 54 sessions and 856 units were
recorded in area V4 (SI Appendix, Figs. S3–S8). For area V4, we recorded from
1,712 cells across the layers of V4 in two monkeys (n = 108 sessions across all
behavioral states). We recorded 856 V4 units in the task condition, 600 V4 units
in the fixation (no stimulus) condition, and 256 V4 units in the rest condition.

Electrophysiological Recordings. Neuronal activity was recorded using lami-
nar probes with 16 to 24 equally spaced contacts at 100 μm (U-Probe, Plexon)
advanced into the brain using a NAN drive system (Plexon) attached to the
recording chamber. All penetrations were perpendicular to the cortical surface
and initiated at the same depth relative to surface. We recorded spiking and LFP
signals using a Multichannel Acquisition Processor System (Plexon). LFP power
ratio (PR) was computed from the LFP power in the low- (0.5- to 10-Hz) and
high- (30- to 80-Hz) frequency bands, PR = (P10 � P80)/P10, where P10 is the
spectral power in the 0.5- to 10-Hz range, and P80 is the spectral power in the
30- to 80-Hz range. LFP analysis confirmed the behavioral state of the animal in
each session (12). Cortical layers were identified using the current source density
(CSD) analysis (25). We computed the CSD by using the second spatial derivative
of LFP time series across equally spaced laminar contacts using the inverse cur-
rent source density (iCSD) toolbox for MATLAB. The granular layer was identified
by finding the earliest current sink, measured by nanoampere per cubic millime-
ter. Channels located in the primary sink were assigned to the granular layer,
those above the sink were assigned to the supragranular layer, and channels
below the sink were assigned to the infragranular layer (25).

Eye Movement Monitoring. To ensure fixation, eye position was constantly
monitored by an eye tracker operating at 1 KHz (EyeLink II; SR Research), whose
gains were adjusted to be linear for horizontal and vertical eye deflections. Eye
position was calibrated at the beginning of each session using a five-point cali-
bration procedure. On each trial, monkeys were trained to fixate on a 0.2-degree
(deg) dot at the center of the screen within a rectangular 1- to 2-deg window.
Microsaccades were analyzed every 10 ms by using a vector velocity threshold of
10 deg/s (i.e., a 0.1-deg eye movement between consecutive 10-ms intervals).

Wakefulness and Rest Experiments. During wakefulness, monkeys per-
formed passive fixation (no stimulus) and contrast detection. During rest, mon-
keys were in a dark room for 20 to 45 min. During wakefulness and rest
sessions, we recorded single and multiunit activity from area V1 (57 sessions;
similar experiments were performed in area V4 in 54 sessions; e.g., SI
Appendix, Figs. S1, S3B, S4, S5, S6B, S7, and S8B). We measured the dynamics
of laminar population activity for a period of 1 s across trials during wakefulness
and rest and focused on comparing rest and wakefulness in the absence of
visual stimulation (during passive fixation and during the task).
Passive fixation. Monkeys fixated on a 0.1-deg central point presented on a
19-inch CRT monitor(Dell, 60-Hz refresh rate) on a dark background in a dark
room. Fixation was maintained within a 1-deg window for 1,000 ms in the

absence of sensory stimulation. Each session consisted of 120 to 480 trials. We
recorded 3,840 trials across 32 sessions (608 units).
Task. Monkeys performed a contrast detection task using gray-scale sinusoidal
gratings of luminance-varying contrasts generated using Psychophysics Toolbox
75 and presented binocularly on a 19-inch CRT video monitor (Dell, 60-Hz refresh
rate) on a dark background in a dark room. While monkeys fixated, stimuli with a
diameter of 2 to 3 deg were displayed at 2- to 4-deg eccentricity. The location
and size of stimuli covered the multiple receptive fields of the cells recorded (SI
Appendix, Fig. S1). Stimuli had a fixed spatial frequency (1.7 cpd) and were dis-
played for 300 ms (starting 450 to 1,000 ms after fixation onset), followed by a
1.1-s delay (“blank” screen). In each experiment, stimuli could have one of four
different luminance contrasts and were present on 50% of trials. At the end of
the delay interval, monkeys were required to signal the presence of the stimulus
by releasing the lever or maintaining contact if no stimulus was displayed.
Rest. Each session consisted of 360 to 720 total trials. A total of 11,520 trials
across 31 sessions were recorded. A rest session was considered valid if (i) the
monkey’s eyes were closed for >85% of total session duration and (ii) the LFP
PR was significantly higher (Wilcoxon rank sum test, P < 0.05) in rest compared
to wakefulness (fixation and task). A total of 31 rest sessions across three mon-
keys met our criteria, from which we recorded 523 units.

HMM Analysis. We fit an HMM to our spiking data as described previously (23).
Briefly, multi-unit and single-unit summed spiking data were binned every 10 ms,
and the HMM, which assumes that spikes are generated via a Poisson process, was
fitted to spiking data to identify two states (On and Off states) and the transition
probabilities between these states using the hmmtrain function in MATLAB R2017b.
The model was trained on 50% of the dataset and tested on the remaining 50%.
The model output was analyzed using the hmmviterbi function in MATLAB
R2017b, which utilizes the Viterbi algorithm to classify spiking data into the two
states for all time points. As a control, the HMM was trained on shuffled data (by
shuffling spike times for each unit). The final output (i.e., the output of the model
trained on the original data subtracted from the output of the model trained on
shuffled data) was analyzed to determine the average firing rates in the On and
Off states and their durations. The HMM was fitted to the population activity of
single and multiunit activity recorded across a cortical column, and the model
was fitted to each session. To test for robustness, we repeated the analysis by fit-
ting the model across all sessions, and the results did not significantly differ.

Optogenetics Experiments. ChR2 was expressed specifically in V1 excitatory
cells using a lentiviral vector as described previously (30). High-titer (>109 IU/mL)
purified lentivirus was obtained from the University of North Carolina Gene Ther-
apy Center Vector Core. Optogenetic stimulation was achieved using a 100 mega
watt (mW) transistor-transistor-logic (TTL)-controlled Diode-Pumped Solid-State
(DPSS) blue (473-nm) laser (RGBLase) coupled to a 200-μm optical fiber. The end
of the fiber was inserted into a 356-μm stainless steel cannula for stability and
mounted on the NAN Microdrive. Light intensity at the tip of the cannula was
≤10 mW/mm2 (Coherent Lasermate power meter) so as to target ∼400 μm of
brain area [equivalent to the anatomical measurement of a cortical layer (25)].
The optic fiber and electrodes were mounted separately and could be manipu-
lated independently; they were positioned to minimize the distance between
the optical fiber tip and the probe, with the devices often touching at the target
depth (i.e., the middle of the target cortical layer as analyzed using CSD). For
example, if the granular layer spanned channels 4 through 8 (400 to 800 μm),
we inserted the optic fiber to a depth of 600 μm. After the optic fiber and a
recording electrode were advanced into the cortex and reached the injection
depth, optical stimulation of the neurons was achieved by delivering 10-ms light
pulses at 1 Hz (1 cycle; 2 sessions), 20 Hz (10 or 15 cycles; 4 sessions), or 35 Hz
(10 cycles; 16 sessions). To examine signal propagation in different brain states,
a total of 18 sessions (200 to 720 total trials) were performed with 342 V1 units
recorded in monkeys W and C. Wakefulness and rest sessions were either
arranged in rest-awake-rest or awake-rest-awake blocks on a given day. On each
stimulation trial, the laser was triggered 300 ms after the monkey acquired fixa-
tion (average inter-trial interval was 14 s). Optogenetic stimulation and control
(no laser) trials were matched in number and were randomly and evenly distrib-
uted across trials. During rest, the same optogenetic stimulation protocol was
repeated while lights were turned off (stimulation and no-stimulation trials were
randomly interleaved). The duration and number of light stimulation and control
trials were identical for wakefulness and rest conditions.
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Population Coupling. Population coupling was computed by calculating the
cross-correlation between the smoothed firing rate of a neuron and the spike-
triggered average of the population (stPR) (33). The population rate used for
stPR computation for an individual unit excluded the spikes of that unit. The
population rate was computed by accumulating spiking activity of all (multi/
single) units with 1-ms resolution and smoothing the resulting vector with a
Gaussian of half-width 12 ms (33). The baseline level of each stPR was sub-
tracted. For individual units, the firing rate of a unit was computed with 1-ms
resolution while smoothing the resulting vector with a Gaussian of half width
of 12/�2 ms.

Statistical Analysis. We used the Wilcoxon rank sum test for rest and wakeful-
ness comparisons. In other cases, we used the χ2 test and Pearson correlation

for significance analysis. We applied the Holm-Bonferroni correction wherever
multiple comparisons were performed. All differences reported in spontaneous
and optogenetically induced state transitions were significant in each individual
monkey (P < 0.05, Wilcoxon rank sum). Furthermore, there were no significant
differences between monkeys (P > 0.05, χ2 test).

Data and Code Availability. The data and custom code that support the find-
ings from this study are openly available via email to valentin.dragoi@uth.tmc.
edu. All other study data are included in the article and/or SI Appendix.
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