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Using a wall-less tissue-equivalent proportional counter for a 0.72-μm site in tissue, we measured the radial
dependence of the lineal energy distribution, yf(y), of 290-MeV/u carbon ions and 500-MeV/u iron ion beams.
The measured yf(y) distributions and the dose-mean of y, �yD, were compared with calculations performed with
the track structure simulation code TRACION and the microdosimetric function of the Particle and Heavy Ion
Transport code System (PHITS). The values of the measured �yD were consistent with calculated results within
an error of 2%, but differences in the shape of yf(y) were observed for iron ion irradiation. This result indicates
that further improvement of the calculation model for yf(y) distribution in PHITS is needed for the analytical
function that describes energy deposition by delta rays, particularly for primary ions having linear energy
transfer in excess of a few hundred keV μm−1.
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INTRODUCTION

Cancer therapy by energetic ion beams has been a well-
established clinical technique since the 1990s [1, 2].
Energetic ion beams interact with nuclei in the human body
and create various secondary particles that can deposit ener-
gies in tumors or normal tissue. To estimate the radiological
effect of charged particles on the human body with the
requisite precision necessary to perform treatment planning,
computer simulation has become a powerful and indispens-
able tool.
Simulations that model cell survival following exposure to

charged particles have been developed and incorporated into
simulation code systems in order to calculate biological dose
for treatment planning [3–5]. Although calculations that use
Monte Carlo techniques were impractical in the early 1990s
because of scarce computer resources, more sophisticated

and practical models have recently been developed [6–9]
based on deposited energy distributions of microdosimetric
quantities [10], such as lineal energy y or specific energy z.
A microdosimetric kinetic model (MKM) [6] employed

for biological dose calculation enables one to obtain relative
biological effectiveness (RBE) based on y, which is defined
as energy deposition per average chord length in a micro-
scopic region [10]. The lineal energy distribution yf(y) can be
obtained by a microdosimetric function [11] incorporated in
the Particle and Heavy Ion Transport code System (PHITS)
[12, 13]. The microdosimetric function allows the yf(y) distri-
butions originally calculated by a track structure simulation
to be instantly reproduced. The microdosimetric functions
are expressed by a combination of numerical functions that
have been systematically verified against experimental data
for broad ion beams of protons, helium, carbon, silicon and
iron [14–16]. The calculated values are consistent with the
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measured dose-mean lineal energies [15, 16] within an error
of 20% for y ranging from ~3 to ~300 keV μm−1. However,
in some cases, the shape of the measured yf(y) distribution
differs from the calculation, particularly in the range of y that
receives contributions from primary ions and secondary elec-
trons (delta rays). This is a problem because the exact shape
of the yf(y) distribution is essential for modern biological
dose calculation models [9] to estimate precise RBE values.
The difference cannot be further investigated based on the
data alone, because data acquired from a broad beam provide
information on mixed yf(y) distributions with contributions
from both primary ions and delta rays.
To further investigate the characteristics of the yf(y) distri-

bution arising from both primary ions and secondary particles,
measurements of the yf(y) distribution have been performed
using radially scanning narrow energetic heavy ion beams
against the beam path. To obtain the yf(y) distribution of
primary ions and delta rays separately, 500-MeV/u iron ion
beams with high linear energy transfer (LET) were employed
in the narrow beam irradiation condition, in addition to
290-MeV/u carbon ion beams commonly used in particle
therapy. This paper reports the radially measured yf(y) distri-
butions. Furthermore, we obtained the radially integrated
yf(y) distributions and compared them with those calculated
by PHITS. Finally, the differences in the yf(y) distributions
and dose-mean values of y are also discussed.

MATERIALS ANDMETHODS

Experiment
The yf(y) distributions were measured for 290-MeV/u carbon
ions and 500-MeV/u iron ions at the HIMAC-BIO beam line
at the Heavy Ion Medical Accelerator in Chiba (HIMAC)
[1], part of the National Institute of Radiological Science
(NIRS), Japan. The ion beams from the synchrotron acceler-
ator passing through 10 m of air were collimated by brass
blocks into a low divergence beam and guided to a wall-less
tissue-equivalent proportional counter (wall-less TEPC) [15,
16] followed by a beam monitor and beam dump. Figures 1
and 2 show the experimental setup at HIMAC-BIO.
From recent dosimetric studies, we know it is essential to

use wall-less TEPCs to measure yf(y) distributions for ener-
getic heavy ions because of wall effects [10, 14–18]. The
wall-less TEPC used in the present study has a cylindrical
detection part (3 mm in both length and diameter) and is in

essence the same detector as previously reported [15, 16]
except that it had a different container. The container used in
the present study has two windows comprising a 50-μm-
thick Kapton film for beam entrance and exit. This arrange-
ment allows incident ions to pass through the detector so that
the beam position can be monitored without producing
superfluous secondary radiations. The container was filled
with a propane-based tissue-equivalent gas [10] (TE-gas) at a
pressure of 13.3 kPa (100 Torr). At this pressure, the gas is
equivalent to a cylindrical site in tissue measuring 0.72 μm
in both length and diameter. The applied potentials were
−800 V to the cathode, 0 V to the anode (GND), and −665 V
to the field tubes. The signals passing through a pre-amplifier
were amplified by a linear amplifier and then split into three
channels in a digital storage oscilloscope (DSO) to gain a
large dynamic range (up to three digits) [15].
The pulse-height distributions of the ion beams obtained

by the DSO were converted into y distributions on the basis
of energy calibration against a surface source of 244Cm
(Eα = 5.78 MeV) installed inside the wall-less TEPC. The
distance between the center of the source and the anode was
maintained at 7 mm during the calibration, which was con-
ducted before and after each measurement. The details of the
experimental conditions are reported elsewhere [15].
The ion beam parameters are shown in Table 1. For

500-MeV/u iron ions, a set of energy absorbers composed of
acryl with 51.8-mm water-equivalent thickness was utilized
to enhance the LET of the primary beam. The energy loss
before the beam enters the wall-less TEPC is also listed in
Table 1. The SRIM code [19] was used to estimate energy
loss and the LET of the primary ions. The values of the LET
are the same as the stopping power (dE/dx) in water. The
collimator hole size was 1 mm2. The beam diameter at the
measurement position in the wall-less TEPC, however, was
estimated to be 2–3 mm using a photosensitive paper.
To monitor the number of ions incident on the wall-less

TEPC, we used 16 scintillation fibers, each with a 1 mm2

cross section (Saint-Gobain Crystals). A schematic of the
beam monitor is shown in Fig. 3. Each detected signal was
separately transmitted through 1-m-long scintillation fibers

Fig. 1. Experimental setup at HIMAC-BIO (not to scale).

Table 1. Parameters of ion beam incident on wall-less TEPC

No. Ions

Incident
energy

Energy loss
(MeV/u)

Energy at
wall-less
TEPC

LET

(MeV/u)
in
air

in
absorber

(MeV/u)
(keV
μm−1)

I C6+ 290 12.3 0.0 278 13.0

II Fe26+ 500 37.7 0.0 462 189

III Fe26+ 500 37.7 197 266 251
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to a 16-channel multi-anode photomultiplier (H8711,
HAMAMATSU PHOTONICS KK). The sensitive area of
the beam monitor was 64 mm2 and was covered with alumi-
num foil. By simultaneously counting the signals from lat-
erally and vertically arranged scintillation fibers, 64 positions
at intervals of 1 mm were independently monitored during ir-
radiation. The projected area (3 mm2) of the wall-less TEPC
was completely covered by the sensitive area of the beam
monitor. Coincidence measurements were performed
between the wall-less TEPC and the beam monitor to sample
single-ion events with the DSO.

During the measurement, the beam monitor was fixed and
aligned to the incident beam direction. Figure 4 shows the ar-
rangement of the wall-less TEPC. By putting the wall-less
TEPC on a movable stand, the height of the detection part of
the wall-less TEPC could be changed with respect to the
beam path to investigate the radial dependence of the yf(y)
distributions. For example, the measured yf(y) at a distance
r1 ( = y1) is represented by the area A1 in Fig. 4. The preci-
sion of the height adjustment is <1 mm. The uncertainty in
the radial distance r from the beam path was estimated to be
±1.5 mm, which is equivalent to ± 0.36 μm in tissue (by
taking the beam cross section and the uncertainty of the
lateral positions of the beam monitor into account).

Dose-mean lineal energy
The dose-mean lineal energy �yD is obtained from the yf(y)
distribution as follows [10]:

yD ¼
ðymax

ymin

ydðyÞdy ¼
ðymax

ymin

y2f ðyÞdy=
ðymax

ymin

yfðyÞdy; ð1Þ

where d(y) is the dose probability density of y. ymax and ymin
are the maximum and the minimum values of y, respectively.
Because the values of ymin are based on noise levels under
experimental conditions, the �yD obtained experimentally is
restricted and differs from what would be obtained under
ideal conditions (i.e. for ymin = 0). Note that �yD is less sensi-
tive to a change in ymin than is �yF , which is the frequency-
mean of y.

RESULTS AND DISCUSSION

Pulse-height distributions
Data analysis is based on the waveforms from the wall-less
TEPC with the beam monitor offline. Figure 5 shows the
measured pulse-height distributions of ion beams of
290-MeV/u carbon and 500-MeV/u iron. The uncertainties
represent one standard deviation. The counts are normalized

Fig. 3. Schematic of beam monitor comprising 16 scintillation
fibers.

Fig. 4. Arrangement of wall-less TEPC with respect to beam path.
The beam direction is orthogonal to the x–y plane at (x, y) =
(0.0, 0.0).

Fig. 2. Photographs of experiment at HIMAC-BIO. The arrows show the ion beam path.
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by the number of events that are monitored by both the wall-
less TEPC and the beam monitor in coincidence. The radial
distance from the beam path shown in the legends is in the
microdosimetric scale. In Fig. 5I, the peak of the incident
carbon ions is at ~0.05 V, and that of the delta rays is below
~0.02 V. The distribution at r = 0.48 μm includes contribu-
tions from both the carbon ion beam and delta rays. In the
distribution at r = 2.4 and 3.6 μm, however, some contribu-
tions appear above 0.02 V, which could be due to electrical
noise. The distribution at r = 2.4 μm is similar to that at
r = 3.6 μm, which is consistent with the results of Metting
et al. [14] and Schmollack et al. [18] for measurements far
from the beam path. For iron ions (Fig. 5II), the peak of the
primary iron ions is at ~1.2 V, and the contributions of iron
ions and delta rays appear in the distribution for r = 0.6 μm.
Signals greater than ~0.2 V in the distribution for r = 3.0 μm
are contaminated by electrical noise. Several counts of up to
0.8 V are also observed in Fig. 5III.

Lineal energy distributions
Figure 6 shows the distributions yfr(y) converted from the
pulse-height distributions measured at various radial

distances r. Each distribution is normalized by the number of
events on both the wall-less TEPC and the beam monitor in
coincidence. In Fig. 6I, the main peak of the 278-MeV/u
carbon ion beam appears clearly at r = 0.0 μm. The beam
passing through the detection part forms a peak that depends
on the chord length of the cylindrical detector. A similar
broad peak is also found for r = 0.48 μm, along with a contri-
bution from delta rays. For r ≥ 2.4 μm, the results are almost
entirely due to delta rays, although the contribution at
>10 keV μm−1 is partially attributable to electrical noise, as
indicated by the data.
For the iron ions (Fig. 6II and 6III), even for r = 0.0 μm,

the contribution of delta rays appears along with the peaks
from the primary ions that have passed through the detector.
Since the sizes of the detection part and the collimated beam
are comparable in size at the position of the wall-less TEPC,
delta rays produced outside the detection part would also be
detected.
To compare the results with the other measurements or

the calculation, the yfr(y) distributions were integrated over r.
The frequency distribution of y integrated in the radial
direction is:

Fig. 5. Pulse-height distributions for (I) carbon ions and (II and III) iron ions measured at the radial distances shown in the legends.

S. Tsuda et al.200



f ðyÞ ¼
ðrmax

0

rRrfrðyÞdr=
ðrmax

0

rRrdr; ð2Þ

where Rr is the relative probability of a single-event per inci-
dent primary ion occurring in the detection part of the wall-
less TEPC, rmax is the maximum radial distance, and fr(y)
denotes the frequency distribution measured at distance r.
The value of Rr is determined by the number of ions detected
in both the wall-less TEPC and the beam monitor, and that
incident on the beam monitor.
The radially integrated yf(y) distribution obtained from

Eq. (2) is shown in Fig. 7, along with the yf(y) distribution
for a broad beam of 290-MeV/u carbon ions [15]. The size
of the simulated site of the reference was the same as that
employed in the present study. The radius of the broad beam
was ~50 mm, which is equivalent to 12 μm in the microdosi-
metric scale. The lower limit of y in this study was higher
than that for the broad beam irradiation because of the differ-
ence in experimental conditions. The areas under the curves

were normalized to unity, and the uncertainties are negligibly
small. The integrated yf(y) was fairly consistent with yf(y)
obtained with broad beam irradiation.

Fig. 6. Lineal energy distributions at radial directions for (I) 290-MeV/u carbon ions and (II and III) 500-MeV/u iron ions.

Fig. 7. Radially integrated yf(y) distribution obtained with a
pencil beam (this study) compared with that obtained with a broad
beam (12 μm radius) of 290-MeV/u carbon ions [15].
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Comparison with Monte Carlo simulation
Figures 8 and 9 present the yfr(y) distributions measured in
the radial direction for 290-MeV/u carbon ions and for
500-MeV/u iron ions, respectively, along with calculated
results. The areas under the data curves are normalized to
unity. The calculations were performed using the Monte
Carlo track structure simulation code TRACION [20], which
explicitly treats all physical processes such as ionization and
excitation of electrons in calculating the track structure in
water on a nanometer scale. The yfr(y) distributions are
obtained based on the results calculated by TRACION.
The measurements are fairly consistent with the calcula-

tion shown in Fig. 8, although the range of the measured dis-
tributions is limited and the uncertainties in the results at
r = 3.6 μm are relatively large for both calculation and meas-
urement because of rare delta ray events. For iron ions at
r = 0.0 μm (Fig. 9), the measured distribution ranges from ~2
to ~200 keV μm−1, whereas the calculated distribution
ranges from ~30 to ~200 keV μm−1. This difference could be

attributable to delta rays produced near the detection part of
the wall-less TEPC, as already mentioned.
Figure 10 compares radially integrated yf(y) distributions

with calculations by the microdosimetric function [11] of
PHITS. The spectra of yf(y) calculated by PHITS have
become wider because of the energy resolution in the full
width at half maximum (FWHM) in the measurement. The
statistical uncertainty for the PHITS calculation is too small
to be observed in Fig. 10. The dose-mean lineal energies cal-
culated by Eq. (1) are shown in Table 2. The uncertainty in
�yD is estimated to be 10% [15]. In Fig. 10I, the peak position
and the region with delta rays (approximately a few keV/μm)
are fairly consistent with the calculation.
In Fig. 10II and III and for y > 10 keV μm−1, large fluctua-

tions in the experimental data result from the small number
of counts measured at distances away from the beam path, as
shown in Fig. 5. The values of �yD obtained from the meas-
urement and those obtained from the calculation in Table 2
agree within an error of 2%. This result is consistent with

Fig. 8. yfr(y) distributions for 290-MeV/u primary carbon ions at (left) r = 0.0 μm and (right) r = 3.6 μm.

Fig. 9. yfr(y) distributions for 500-MeV/u primary iron ions at (left) r = 0.0 μm and (right) r = 3.0 μm.
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previous data [16] acquired using a broad heavy ion beam
with a LET of up to ~300 keV μm−1. However, the measured
spectra are an order of magnitude larger than the calculated
spectra for y ranging from 10–30 keV μm−1, which is the
valley between the peaks of iron ions and the plateau of delta
rays. The large valley in the PHITS calculation is attributed
to the model of the microdosimetric function [11], which
reproduces yf(y) distributions obtained by a track structure
calculation [20]. In PHITS, the analytical functions consist
of two independent distributions for primary ions and delta
rays. The probability density for primary ions is based on

chord lengths. Although the valley is formed by a combin-
ation of the two distributions, the valley between primary
ions and delta rays could appear substantially greater for inci-
dent ions with a LET in excess of a few hundred keV μm−1.
If the LET of primary ions is several tens of keV μm−1, as for
the 290-MeV/u carbon ions used in this study, the valley is
not so apparent because the functions overlap.
The result in Fig. 10III differs from the result in Fig. 10II

because some secondary particles produced through nuclear
reactions [21, 22] enter the wall-less TEPC and contribute to
the yf(y) distribution. This result is attributed to the energy

Fig. 10. Radially integrated lineal energy distributions for 500 MeV/u iron ions in radial directions, along with distribution calculated by
PHITS.

Table 2. Measured dose-mean lineal energies compared with those obtained by PHITS calculation

Incident energy �yD (keV μm−1)

No. Ions (MeV/u) Experiment Calculation Calc./Exp.

II Fe26+ 462 131 ± 13 128 ± 0.1 0.98 ± 0.1

III Fe26+ 266 170 ± 17 172 ± 0.1 1.01 ± 0.1

Radial dependence of Y of C and Fe ions 203



absorbers that were used in condition (III) to decrease the
energy of the iron ions. The difference between experiment
and calculation is similar to that for Fig. 10II, although ener-
getic fragments such as protons and helium contribute to y
from ~10 to ~100 keV μm−1.
In conclusion, using a wall-less TEPC equivalent for a

0.72 μm tissue site, we experimentally evaluated the radial
dependence of yf(y) for ion beams of 290-MeV/u carbon
ions and 500-MeV/u iron ions. The values of �yD calculated
by PHITS were consistent with the measured values of �yD
within an error of 2%, even when energetic secondary parti-
cles were produced through nuclear reactions by high-energy
iron ions (500 MeV/u) with a high atomic number (Z = 26).
However, the yf(y) distributions calculated by PHITS for
500-MeV/u iron ions were smaller than the measured distribu-
tions for y, ranging from 8–30 keV μm−1. Thus, the microdosi-
metric function used by PHITS must be improved to more
precisely estimate yf(y) distributions, particularly for primary
ions having a LET in excess of a few hundred keV μm−1.
A recent study [9] reported that the shape of yf(y), as well as
the mean value of yf(y), �yD, is necessary to better estimate the
RBE. Thus, the data obtained in this study could be useful for
clinical applications, because the RBE-weighted dose is an
important index used in particle therapy.
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