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Abstract
Agricultural research and development (R&D) has increased crop yields, but little is known about its ability to increase yield stability in 
the context of increasingly frequent extreme weather events. Using a grid yield dataset, we show that from 2000 to 2019, the SD of yield 
anomalies for maize, rice, wheat, and soybean increased in 20% of the global harvested area. Based on random forest models relating 
yield anomaly to climate, soil, management, and public R&D expenditure, we show that cumulative agricultural R&D expenditure, 
proportion of growing season exposed to optimal hourly temperatures, and dry and very wet days are key factors explaining crop 
yield variability. An attribution analysis based on large ensemble climate simulations with and without human influence on the 
global climate shows that unfavorable agroclimatic conditions due to climate change has increased SD, while higher R&D expenditure 
has led to more contrasting trends in SD over 2000–2019. Although R&D has continued steadily in most countries, this study indicates 
that the progress made in R&D since 2000 may have lagged behind the unfavorable effect of climate change on yield variability.

Significance Statement

Improved technologies and management practices—fostered by agricultural research and development (R&D)—have helped to in-
crease yield stability, but it is not known whether R&D investments have been sufficient to fully offset the increase in yield variability 
induced by climate change. Based on a global dataset, our analysis quantifies the relationships between R&D expenditure, climate 
change, and yield stability for major agricultural commodities worldwide. Our analysis reveals that R&D investments have probably 
not been high enough since 2000 to fully mitigate the increased variability of yields resulting from climate change. Future research is 
needed to establish a causal relationship between R&D and yield stability underlying the empirical results found in this study.

Competing Interest: The authors declare no competing interests. 
Received: October 12, 2024. Accepted: March 7, 2025 
© The Author(s) 2025. Published by Oxford University Press on behalf of National Academy of Sciences. This is an Open Access article dis-
tributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs licence (https://creativecommons.org/licenses/by- 
nc-nd/4.0/), which permits non-commercial reproduction and distribution of the work, in any medium, provided the original work is not 
altered or transformed in any way, and that the work is properly cited. For commercial re-use, please contact reprints@oup.com for reprints 
and translation rights for reprints. All other permissions can be obtained through our RightsLink service via the Permissions link on the 
article page on our site—for further information please contact journals.permissions@oup.com.

Introduction
Among the four pillars of food security, namely availability, ac-

cess, utilization, and stability (1), ensuring the production stability 

is crucial for preventing any deleterious consequences cascading 

to agrifood systems downstream. The disruptions to food supply 

chains caused by recent conflicts and pandemic reaffirm the 

importance of stability in the interconnected world (2–4). In the 

past, production stability has been improved by optimizing 

growing areas, harvestable area fraction, annual number of har-

vests, and cultivar tolerance to abiotic and biotic stresses (5, 6). 

Increasing yield stability remains an important avenue to make 

crop production more climate-resilient, especially because yield 
growth has been the predominant contributor to production in-
crease in many parts of the world in recent decades, while the in-
crease in cultivated areas has been a much smaller contributor 
since 2000 (5, 7).

From 1981 to 2010, yield stability for major crops, namely 
maize, rice, wheat, and soybean, decreased in 9–22% of the global 
harvested area in response to increased crop exposure to heat, yet 
19–33% of the area saw stabilizing yields (8). After the study by 
Iizumi and Ramankutty (8) published in 2016, many production 
shocks associated with extreme climate events have been reported 
(9–12). Research and development (R&D) on climate-resilient 
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agrifood systems is expanding, including breeding targeting emer-
ging agroclimatic conditions (13) and climate-smart agriculture. 
However, although R&D innovations have been extensively tested 
at experimental stations, there is limited evidence showing that 
advances in R&D and producers’ adoption of improved seeds, 
technologies, and management practices have reduced climate 
risks at large spatial scales (14). Despite improvements in breeding 
and weather forecasting in the last decades, some studies suggest 
that the yield sensitivity to extreme climate events has not been 
substantially reduced in high-yielding regions (15, 16). It is there-
fore crucial to update our understanding on yield stability and its 
drivers. In this paper, we contribute to this effort by studying how 
climate change and agricultural R&D have affected yield stability 
since 2000.

Recent advances in climate attribution science and resulting 
climate model simulations (17–19) allow researchers to estimate 
the contributions of human-induced climate change to average 
yields (7, 20) and crop failures (21, 22). However, contrasting to 
the accumulated evidence showing that climate change has 
slowed down the growth of average yields (7), little is known about 
climate-induced changes in yield stability. In addition, it remains 
difficult to assess the capacity of R&D on reducing climate risks, 
although this information is often requested by research project 
funders (23). To fill these gaps, we present here a global analysis 
of the changes in yield stability due to climate change and R&D 
from 2000 to 2019, using a large ensemble climate model simula-
tion (17) and machine learning models that relate interannual 
variation in yields of maize, rice, wheat, and soybean at the 0.5° 
grid scale (∼55 km at the equator) to climate, soil, management, 
and agricultural R&D expenditure. The four crops considered 
here are of high importance as they provide nearly two-thirds of 
the world agricultural calories (24).

Results
R&D capacity to increase and stabilize crop yields
Yield anomaly—the departure of annual yield from trend of 
average yield—is a key metric measuring year-to-year yield fluc-
tuation. The analysis of country-level yield anomalies over 
2000–2019 showed that increases in public R&D expenditure are 
proportional to increases in average yields. Considering the four 
crops taken together, countries with large areas under cultivation 
(≥1 Mha) had invested considerably more in R&D than countries 

with smaller cropping areas (Fig. 1A). Average yield and yield 
anomaly SD are positively correlated (Fig. 1B), but, for a given 
average yield level, countries with higher levels of R&D expend-
iture often achieved higher stability (lower SD and/or lower coef-
ficient of variation [CV] = SD/average) than countries with lower 
levels of R&D expenditure (Fig. 1C).

Recent patterns of agricultural R&D expenditure
The level of cumulative agricultural R&D expenditure varied con-
siderably between countries, although increasing trends are quite 
common (Fig. 2A). Compared with annual R&D expenditure, their 
cumulative values, which take into account the time lag between 
research and adoption of new technologies by producers and 
technology obsolescence, are relevant to explain the increase in 
average yield and yield stability. Since 2000, annual R&D expend-
iture was the highest in China, followed by the United States of 
America (Fig. 2B). China’s annual spending increased rapidly 
from 3.6 billion USD ($B) in 2000 to 22.9$B in 2019, while the US an-
nual spending increased from 4.2$B to 5.2$B for the period. The 
level of annual R&D expenditure in other countries was much 
less than these two countries. Although cumulative R&D expend-
iture increased in most countries, for some countries, cumulative 
R&D expenditure stagnated (e.g. in France) (Fig. 2A and C). When 
the level of annual R&D expenditure was not sufficient to main-
tain the level of cumulative R&D expenditure, which is subject 
to annual rates of technology obsolescence, cumulative R&D ex-
penditure declined with time (e.g. in Russia and Sudan).

Recent changes in yield stability
To analyze the evolution of yield stability, SD was selected as the 
main metric because SD was more sensitive than CV in detecting 
climate-induced changes in yield anomalies. Under climate 
change, yield anomaly SD for a certain period may increase as a 
result of both occurrences of poor harvests (due to severe agrocli-
matic conditions) and good harvests (due to favorable agrocli-
matic conditions, or to elevated carbon dioxide concentrations, 
which enhance photosynthesis). However, with CV, such a change 
in SD can be masked by an increase in average yield because CV 
decreases when average yield increases faster than yield anomaly 
SD over time.

Our grid-wise analysis showed that 20% of the global harvested 
area (129.2 Mha, out of 646.2 Mha in 2010) had increased yield 
anomaly SD in 2000–2019 (Fig. 3B), while areas with increased 

Fig. 1. Relationship between R&D, yield increase and stability. A) Natural log of the cumulative annual public R&D expenditure for agriculture since 1995 vs. 
average yield. B) Average yield versus the yield anomaly SD. C) Average yield versus the yield anomaly CV (CV = SD/average). These results were obtained 
over 2000–2019 for 115 crop-producing countries. The selected countries have an annual production of 0.1 Mt or more for at least one of the crops considered 
here (maize, rice, wheat, and soybean). The cumulative R&D expenditure is in units of constant 2015 million USD ($M, log-transformed). The size and color 
of the symbols indicate the total area harvested and accumulated agricultural R&D expenditure, respectively. The solid lines show the best-fitted 
nonparametric quantile regression for the median that divide data into two equal portions. For A to C), all slope values are significant (P < 0.01; F test).
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CV were only 58% of the areas with increased SD (75.8 Mha; 
Fig. 3A). The overall increasing trends in average yields over the 
same period explained this difference in results between SD and 
CV (Fig. 3C).

Modeling the effects of climate and R&D on yield 
anomaly
Machine learning random forest (RF) models were trained with 
current climate conditions (represented by the retrospective me-
teorological forcing data; see Materials and methods) to attribute 
the changes in modeled yield anomaly SD to the R&D and 
climate-related explanatory variables (Table 1). The models ex-
plained 19% (rice) to 43% (soybean) of the variance of the grid yield 
anomaly between the locations, seasons, and years when eval-
uated using out-of-bag data. Intermediate percentage of ex-
plained variance was obtained for maize and winter wheat (26% 
for both) and spring wheat (39%). Concerning the model ability 
to reproduce interannual yield variations, the leave-one-year-out 
cross-validation led to average correlations ranging from 0.639 
(major-season rice) to 0.793 (soybean) and to average root mean 
squared errors ranging from 0.66 (spring wheat) to 0.81 (major- 
season rice) in SD units (Figs. S4 and S5).

Importantly, the RF model projections obtained with d4PDF 
factual climate simulations (representation of the actual climate 
simulated by the climate model, including human-induced cli-
mate change) were able to reproduce the geographic pattern of 
the changes in yield anomaly SD for the crops, with moderate 
agreement with the actual pattern derived from the grid yield da-
taset (Cohen’s kappa [κ] of 0.55; Fig. 4A and C). The agreement with 
the actual pattern was as high as κ = 0.71 when the RF models 
were forced by the retrospective meteorological forcing data 
(Fig. 4A and B). We also checked that d4PDF factual and counter-
factual climate simulations fell within the ranges covered by the 
training dataset as the RF model performance often diminish out-
side the training data (only 0.18% of cases across all climate vari-
ables, locations, seasons, years, and ensemble members were 
outside the ranges covered by the training dataset).

Variable importance
The RF models were used to rank the relative importance of R&D, 
climate, soil, and management variables in explaining the yield 
anomaly. Two methods were considered to determine the import-
ance of variables (see Materials and methods). Cumulative R&D 
expenditure was identified as the primary factor, irrespective of 

the crops and methods (Fig. 5). N application rate was often de-
tected as the next important factor after R&D expenditure for 
the crops except soybean (Fig. S6). Temperatures ranging from 
15 to 35 °C, which encompass the exposures to temperature fluc-
tuations around optimal thermal conditions for crops, were iden-
tified as important, albeit with some crop-specific variation. For 
maize, rice, and soybean, the relatively higher temperatures 
from the fifth bin (15–20 °C) to the ninth bin (≥35 °C) were more im-
portant. For winter and spring wheat, the relatively lower temper-
atures from the fourth bin (10–15 °C) to the fifth bin (15–20 °C) 
showed stronger effects. Among the precipitation variables, the 
first bin (<1 mm day−1) and the fifth bin (≥30 mm day−1) tended to 
the most important, with variations between the crops and meth-
ods. On average, soil organic carbon (SOC) was one of the most im-
portant soil variables. Irrigation intensity was less influential.

Climate effect
Effects of climate and R&D on the changes in yield stability at SD 
level were estimated by comparing the yield anomalies simulated 
by the RF models for different scenarios. Two yield anomaly time 
series were generated using d4PDF factual and counterfactual cli-
mate simulations, representing the historical climate (including 
human-induced climate change) and the preindustrial climate 
(without human-induced climate change), respectively (fc and ct 
runs; Fig. 6). R&D expenditures were fixed to those observed in 
both scenarios. We classified the change in agroclimatic condition 
due to climate change as “unfavorable” (“favorable”) when the si-
mulated yield anomaly SD was higher (lower) with the factual cli-
mate than with the counterfactual climate.

The global grid-wise attribution revealed that unfavorable 
agroclimatic conditions were relatively more prevalent in the 
cropland area where an increase in yield anomaly SD occurred 
than in the area with decreasing yield anomaly SD. The area 
with unfavorable agroclimatic conditions was estimated to ac-
count for the half (0.5) of the area with an increase in yield anom-
aly SD; this proportion (0.5) was derived by comparing the area 
with both unfavorable agroclimatic conditions and increasing 
SD (10% of the global harvested area; Fig. 7A and D) and the 
area with increasing yield anomaly SD all agroclimatic conditions 
taken together (20% of the global harvested area; Fig. 7C and D). 
This proportion (0.5) is twice as high as the proportion (0.25) of 
area with unfavorable agroclimatic conditions and decreasing 
SD (4%) in the area with decreasing yield anomaly SD all agrocli-
matic conditions taken together (16%) (Fig. 7D). In other words, 

Fig. 2. Patterns of agricultural R&D expenditure. A) Global map of trends in cumulative R&D expenditure in 2000–2019. B) Country annual R&D 
expenditure in constant 2015 USD. C) Country cumulative R&D expenditure since 1995. Classes of increasing (decreasing) cumulative R&D expenditure 
are classified by growth rate, i.e. “rapidly” and “slowly,” respectively, if a given annual rate is faster and equal to or slower than the median value. The 
median annual rate is 4.8% for the increasing trend and −1.5% for the decreasing trend; both are relative to the 2015 level. The colors in the time series B, 
C) correspond to those in the map A).
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the frequency of unfavorable agroclimatic conditions is twice as 
high in areas where the yield anomaly SD is increasing than in 
areas where the yield anomaly SD is decreasing.

Consistent with the above result, favorable agroclimatic condi-
tions were relatively more common in the area where a decrease 

in yield anomaly SD occurred than in the area with increasing 
yield anomaly SD. Favorable agroclimatic conditions were found 
in a quarter (0.25) of the area with decreasing yield anomaly SD; 
this proportion (0.25) compared the area with both favorable agro-
climatic conditions and decreasing SD (4%) and the area with de-
creasing yield anomaly SD all agroclimatic conditions taken 
together (16%) (Fig. 7D). This proportion (0.25) is 1.7 times higher 
than the proportion (0.15) between the area with both favorable 
agroclimatic conditions and increasing yield anomaly SD (3%) 
and the area with increasing yield anomaly SD all agroclimatic 
conditions taken together (20%).

R&D effect
The R&D effect was estimated by comparing two series of yield 
anomaly simulations, i.e. a series simulated with the actual 
R&D expenditures in 2000–2019 and another series simulated 
without R&D investment (fc and fc.em runs; Fig. 6). The results 
showed that a significant yield-stabilizing effect of R&D was found 
in a large part (0.44) of the cropland area where a decrease in yield 
anomaly SD occurred. This proportion (0.44) was derived by com-
paring the area with a significant R&D effect of 7% and the area 
with decreasing yield anomaly SD of 16%, both relative to the glo-
bal harvested area (Fig. 7B, C, and E). This proportion (0.44) is 4.4 
times greater than the proportion (0.10) calculated between the 
area with a significant R&D effect (2%) and the area with increas-
ing yield anomaly SD (20%).

On the contrary, the yield-stabilizing effect of R&D was not 
found to be significant in a dominant proportion (0.85) of the 
area where an increase in yield anomaly SD occurred. This value 
(0.85) was derived from the area with a nonsignificant R&D effect 
of 17% and the area with increasing yield anomaly SD of 20% 
(Fig. 7E), which is 1.7 times greater than the value (0.50) calculated 
from the area with a nonsignificant R&D effect (8%) and the area 
with decreasing yield anomaly SD (16%). Importantly, the area 
with a significant R&D effect became smaller when estimated 
over a more recent, shorter period than over the entire study peri-
od (Fig. 7F).

Sensitivity to different R&D assumptions
The estimated area shares for the climate and R&D effect categor-
ies were found to be robust to the different assumptions used in 
the R&D variable calculation. We took into account whether the 
cumulative R&D expenditure was for agriculture or for the four 
crops, whether the time lag between research and adoption of 
technologies by producers was relatively shorter (6 years) or lon-
ger (12 years), and whether the technology obsolescence was rela-
tively slower (10% per year) or faster (20% per year) (see Materials 
and methods). The main results described in the former subsec-
tions (specifically, the fact that R&D is the primary explanatory 
variable explaining yield anomaly, and unfavorable agroclimatic 
conditions and/or nonsignificant R&D effect are proportionately 
more prevalent in the cropland area experiencing a decrease in 
yield stability [higher SD]) were robust to the different R&D as-
sumptions (Figs. S9 and S10).

Region- and crop-specific characteristics
We identified the regions and crop species for which R&D were 
able to compensate for the negative impacts of climate change 
on yield stability after 2000. For the four crops taken together 
(479.8 Mha), R&D had no significant effect in 75% of this area. 
However, R&D was found to have a significant stabilizing effect 
on large shares of croplands in several specific crop species and 

Fig. 3. Relative counts of crops with specific pattern of yield change. 
A) Increase in yield anomaly CV. B) Increase in yield anomaly SD. 
C) Increase in average yield. D) Number of crops considered here that are 
harvested in 2010 (the midpoint of the study period). Statistical 
significances of monotonic trends in 2000–2019 are examined using the 
two-sided Mann–Kendall test. Maize, rice, wheat, and soybean are 
considered together. The results for each crop are available in Figs. S1–S3.
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regions, especially for soybean (42% [significant R&D effect] vs. 
58% [nonsignificant]), in sub-Saharan Africa (41 vs. 59%), East 
Asia (35 vs. 65%), and North America (29 vs. 71%) (Fig. 8A).

Climate change had no significant effect on yield stability in al-
most half of this area (43%), but led to unfavorable agroclimatic 
conditions (higher SD) and favorable agroclimatic conditions (low-
er SD) in 36 and 21% of the area, respectively. The negative effect 
of climate change on yield stability was particularly pronounced 
for maize (45% [unfavorable] vs. 22% [favorable]) and soybean 
(57 vs. 23%), and in North America (81 vs. 3%), followed by East 
Asia (33 vs. 18%). On the contrary, the shift to favorable agrocli-
matic conditions was relatively prominent in South Asia (10 vs. 
36%) (Fig. 8B).

Discussion
Yield stability has increased in 16% of the global cropland. 
Although not mutually exclusive, nearly half of this area is asso-
ciated with a significant stabilizing effect of R&D, and a quarter 
of this area is associated with a shift to favorable agroclimatic 
conditions. In contrast, yield stability has decreased in 20% of 
the global cropland. Half of this area is associated with a shift to 
unfavorable agroclimatic conditions, while about nine-tenths of 
this area is associated with a lack of significant R&D effect, al-
though these areas may overlap. These results provide insights 
into the association between investment in agricultural R&D, cli-
mate change, and resulting changes in yield stability. In addition, 
based on these results, we could formulate the hypothesis that, in 
the global cropland area where yield stability has decreased, the 
progress made in R&D since 2000 has lagged behind the negative 
impacts of climate change. This question needs to be addressed in 
future research.

Although R&D effect is relatively more prevalent in the area 
with increasing yield stability, significant R&D effect is also 

detected in some part of the global cropland with unchanged 
and decreasing yield stability (8 and 3%, respectively). In this 
study, the R&D effect is considered significant when R&D expen-
ditures have contributed to a decrease of yield anomaly SD over 
the study period. Even if the R&D effect is found to be significant, 
decreasing or unchanged yield stability may occur if the R&D ef-
fect is not strong enough to reverse the trend in yield anomaly 
SD. However, without any R&D effect, the yield stability status 
in these areas would probably deteriorate further.

It should be noted that the R&D effect on yield stability identi-
fied here is empirical rather than causal, as some confounding 
factors potentially correlated with R&D expenditure were not con-
sidered in this study. Process-resolving analyses would be useful 
to determine the causal effects of individual technologies and 
practices and confirm our empirical evidence of the yield- 
stabilizing effect of R&D, which could ultimately support the im-
plementation of effective interventions. Although applied to 
study average yield and not yield stability, a relevant example is 
presented in Ref. (26), which decomposes the historical yield in-
creases into individual drivers, including increases in the use of 
land, water, and other inputs, and increases in the efficiency of in-
put use, with an analysis of policy implications.

Important factors of yield anomaly
The yield-stabilizing effect of R&D is not totally surprising. For in-
stance, new varieties bred through R&D generally have greater 
tolerance to suboptimal growing conditions and higher yield po-
tential than earlier varieties (27–29). In addition to breeding, 
R&D informs producers about practices to reduce climate risks, 
such as sowing date, soil, water, and fertilizer management, and 
pests, diseases, and weed control.

The temperatures in the growing season, as well as occur-
rences of dry and heavy rainfall days, are identified to be 

Table 1. Variables used in the RF models.

Category Symbol Description Unit

Crop yield Y Z-scored yield anomaly SD
Climate t1 First hourly temperature bin (hourly temperature [T ] < 0 °C) Fractiona

t2 Second hourly temperature bin (0 ≤ T < 5) Fraction
t3 Third hourly temperature bin (5 ≤ T < 10) Fraction
t4 Fourth hourly temperature bin (10 ≤ T < 15) Fraction
t5 Fifth hourly temperature bin (15 ≤ T < 20) Fraction
t6 Sixth hourly temperature bin (20 ≤ T < 25) Fraction
t7 Seventh hourly temperature bin (25 ≤ T < 30) Fraction
t8 Eighth hourly temperature bin (30 ≤ T < 35) Fraction
t9 Ninth hourly temperature bin (35 ≤ T ) Fraction
p1 First daily precipitation bin (daily precipitation [P] < 1 mm) Fractionb

p2 Second daily precipitation bin (1 ≤ P < 5) Fraction
p3 Third daily precipitation bin (5 ≤ P < 20) Fraction
p4 Fourth daily precipitation bin (20 ≤ P < 30) Fraction
p5 Fifth daily precipitation bin (30 ≤ P) Fraction

Soil soc Topsoil organic carbon content kg C m−2

wsc Available water storage capacity of the topsoil mm H2O per m of the soil unit
clay Topsoil clay fraction % weight
silt Topsoil silt fraction % weight
sand Topsoil sand fraction % weight
bd Topsoil bulk density kg dm−3

cec Cation exchange capacity of the clay fraction in the topsoil cmol per kg
ph Topsoil pH in water −log(H+)

Management irr Irrigation intensity (the irrigated area divided by harvested area) Fraction
napp Nitrogen application rate kg N ha−1 year−1

R&D agks Knowledge stock (log natural of cumulative public R&D expenditure on agriculture since 
1995). See Materials and methods for variants calculated using different assumptions

log($)

aFraction of exposure hours to total hours from planting to harvesting. The same applies to other temperature bins. bFraction of exposure days to total days from 
planting to harvesting. The same applies to other precipitation bins.
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important climatic factors explaining yield anomaly. This result is 
consistent with previous findings (30–32). Under warming, a de-
crease in the frequency of near-optimal temperatures is accom-
panied by an increase in the frequency of supraoptimal 
temperatures, which decreases yield stability (33). The effects 
on yield stability from heavily wet conditions identified here are 
more uncertain than that the effects of dry conditions, although 
there is a growing body of literature reporting the negative im-
pacts of waterlogging and resulting excessive soil water (34).

The importance of N application in explaining yield anomaly 
can be explained by previous findings that abiotic stresses due 
to growing season climate become increasingly important stres-
sors as N inputs increase (35, 36). The importance of SOC found 
in this study confirms previous findings that drought damage is 
mitigated by SOC build-up (37). Despite the initial expectation 
that irrigation would increase yield stability, the contribution of 
irrigation appears to be limited in this study. The facts that the ex-
istence of irrigation equipment does not necessarily ensure water 
availability during droughts (38) and that yield sensitivity at 

regional levels to heat no longer decreases as irrigated area satu-
rates (39) partly explain the counterintuitive outcome.

Limitations and uncertainties
There are a few limitations to this study. First, we only consider 
public expenditures and do not include expenditures by private 
sector and international organizations. Therefore, the R&D effect 
estimated in this study may be underestimated to some extent, 
given that the private sector’s share of total agricultural R&D ex-
penditure can be substantial, particularly in high-income coun-
tries (30%) compared with low- and middle-income countries 
(5%) (40). Moreover, the role of international organizations for agri-
cultural R&D is crucial in low-income countries, and investments 
in agricultural R&D for one country may generate spillover benefits 
for neighboring countries and regions with similar agroclimatic 
conditions. Data on private R&D expenditure are difficult to obtain. 
Even for public expenditure, the information on the technology on 
which R&D expenditure was spent is rarely available (41). Future 
research should fill these data gaps to distinguish the relative con-
tributions of individual technologies and management practices.

Second, a direct comparison with previous estimates of 
climate-induced changes in yield stability is not possible due to 
a lack of relevant literature. There is literature showing changes 
in average yield (20, 23). However, none of these studies assessed 
changes in yield stability and the R&D effect.

Fig. 5. Ranking of variable importance according to the RF models. The 
bars show the average rank calculated over the crops (the closer the rank 
is to 1, the more important the variable is in explaining yield anomaly). 
The thin lines indicate the SD of the rank between the crops. Two variable 
importance methods (permutation and node purity) are used to account 
for uncertainty. The results of individual crops are available in Fig. S6.Fig. 4. Actual and reproduced changes of yield anomaly SD. A) Actual 

pattern (same as in Fig. 3B). B) Reproduction obtained with the trained RF 
models using the retrospective meteorological forcing data. C) 
Reproduction using d4PDF factual climate simulation. In C), a cell is 
classified as “increasing” if at least one-third or more of the 100 climate 
simulation members have a significant increasing trend in the factual 
yield anomaly SD series. Cohen’s kappa statistics (κ) calculated for each of 
B) and C) against A) are shown as an indication of the similarity of the 
geographic pattern between a given pair.
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The remaining limitations and uncertainties are mostly related 
to the underlying data. Third, this study is based on a single grid 
yield dataset. Different yield datasets often produce different re-
sults. Subnational census statistics are expected to be more reli-
able than satellite- or model-based yield datasets, including one 
adopted here. However, the spatial resolution of census statistics 
is coarser than the resolution of d4PDF climate simulation, which 
compromises the ability to capture the yield impacts from ex-
treme agroclimatic conditions. In addition, some recent grid yield 
datasets (42) use temperature and precipitation as inputs in their 
yield estimation procedure, positing the circularity issues because 
we relate yield anomaly to temperature and precipitation. Fourth, 
attribution outcomes may be influenced by the choice of meteoro-
logical forcing datasets and climate models (43, 44). Fifth, our ana-
lyses are based on the harvested area in 2010, although the area 
for the four crops in 2022 increased 12% since 2010. This increase 
in area would include not only a response to increasing demand 
but also a shift of areas suitable for cultivation in response to 
the observed warming (45, 46). However, we used the grid har-
vested area map for 2010, the midpoint of the study period, as no 
annual crop-specific grid harvested area map is available at the glo-
bal scale. Last, future research should consider more management 
variables than those considered here, such as pesticide application 
rates, which are thought to increase yield stability (47).

Materials and methods
Experimental design
This section describes the data on crop yields, climate (actual, fac-
tual, and counterfactual), and agricultural R&D expenditure, as 
well as the method used to detect changes in yield stability. Also 
included are the machine learning models and the yield impact 
attribution analyses.

Crop yields
We obtained country annual yield data from the FAO statistical 
database for maize, rice, wheat, and soybean (48). In addition, 
we used the 0.5° grid global dataset of historical yields (GDHY) 
(49). In the GDHY dataset, yield data are available for two seasons 
for maize and rice (major and secondary) and for wheat (winter 
and spring). For soybean, data are available for a single main 

season. The GDHY dataset is a hybrid of satellite vegetation index 
and national census statistics reported by FAO. The information 
on accumulated net primary production over the crop-specific 
growing period, calculated using remotely sensed leaf area index 
and fraction of photosynthetically active radiation as well as re-
analysis downward shortwave radiation and crop-specific 
radiation-use efficiency, is used together to spatially disaggregate 
FAO country average yields to the grid level. Grid yield values are 
available in 76–92% of the global harvested area with variations by 
crop and lacking when crop calendar information (50) is missing.

Climate
We used 0.5° grid daily data on maximum and minimum air tem-
peratures and precipitation, covering three distinct climate condi-
tions in 2000–2019, namely actual, factual, and counterfactual. The 
actual climate refers to observed conditions. The factual climate 
represents a modeled approximation of the actual climate, influ-
enced by both human activities and natural forces (e.g. volcanic 
eruptions and solar activity). In contrast, the counterfactual climate 
is a modeled preindustrial climate without any appreciable hu-
man impacts on the global climate.

The actual climate data were obtained from the global retro-
spective meteorological forcing data. We used the JRA55-CDFDM- 
S14FD forcing data (called JCS for simplicity), which is a 
bias-corrected Japanese 55-year Reanalysis (JRA55) using the cu-
mulative distribution function-based downscaling and bias- 
corrected method (CDFDM) and the reference climatology from 
S14FD forcing dataset (51).

For the factual and counterfactual climates, we used a large en-
semble of long-term climate simulations with and without histor-
ical trends in external forcing to the global climate, called d4PDF 
(the Database for Policy Decision Making for Future Climate 
Change) (17, 52). The climate simulations were performed using 
the Meteorological Research Institute Atmospheric General 
Circulation Model, version 3.2 (MRI-AGCM3.2), with a grid interval 
of 60 km (53). Each of the factual and counterfactual climate 
simulations has 100 ensemble members associated with slightly 
different initial conditions and small perturbations in sea surface 
temperatures that represent observational uncertainties. 
Comparisons between the factual and counterfactual climate 
simulations with large ensemble members enable researchers to 

Fig. 6. Attribution of changes in yield stability. Model simulations were conducted to estimate the effects of climate and R&D on the changes in yield 
stability in 2000–2019.
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conduct a robust attribution analysis of the effects of human ac-
tivities on average climate conditions, extreme climate events 
(54–57), and crop yields (58, 59). The daily outputs from the cli-
mate model were interpolated to the 0.5° resolution and bias- 
corrected using the CDFDM along with the reference climatology 
from S14FD forcing dataset.

Agricultural R&D expenditure
Public agricultural R&D includes government, higher education, 
and nonprofit entities, but excludes the private for-profit sector 
(40). It includes salaries, operating and program costs, and capital 

investments for all entities, excluding the private for-profit sector, 
involved in agricultural R&D expenditure in a country.

For the Organization for Economic Co-operation and 
Development (OECD) member economies, we sourced annual 
data on gross domestic expenditure on R&D expressed as a percent-
age of gross domestic production (GDP) from the Main Science and 
Technology Indicators (MSTI) database (60). Agricultural R&D ex-
penditure for OECD member economies was calculated by multi-
plying the GDP share of domestic R&D expenditure with the 
agricultural share of GDP and the total GDP, both obtained from 
the World Bank (61). For 88 low- and middle-income countries, 

Fig. 7. Climate and R&D effects on yield anomaly SD. A) Relative counts of crops showing that climate change in 2000–2019 increased the yield anomaly 
SD, compared with what would occur under counterfactual climate. B) Relative counts of crops showing that actual R&D had a significant effect in 
decreasing yield anomaly SD, compared with what would occur in the absence of investments to R&D after 2000. The differences in annual rate of 
changing in yield anomaly SD in A) and B) are, respectively, tested using the two-sided Wilcoxon rank-sum test (P < 0.05). C) Relative counts of crops 
showing an increase in yield anomaly SD derived using the grid yield dataset (same as in Fig. 3B). D, E) The pie charts show the percentage of the global 
harvested area in 2010 (25) with color-coded categories for changes in yield anomaly SD as well as the climate and R&D effects. F) Area share for the R&D 
effect categories estimated from year to year. In F), levels of R&D expenditure, N application, and irrigation were kept unchanged after the year indicated 
in the x-axis to predict yields with the RF models. The results obtained for individual crops are available in Figs. S7 and S8.
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data were obtained from the International Food Policy Research 
Institute (IFPRI)’s Agricultural Science and Technology Indicators 
(ASTI) database (40). The country annual R&D expenditure data col-
lected were adjusted for inflation to be expressed in 2015 USD.

Detection of changes in yield stability
Changes in yield stability were detected based on the method of 
Iizumi and Ramankutty (8). For each grid cell, an annual yield 
time series (1981–2019) was detrended with a cubic smoothing 
spline representing time-evolving average yield (Fig. S12A). 
Although the present study analyzed changes in yield stability be-
tween 2000 and 2019, a longer yield time series was used for a 
more robust identification of yield trends. Yield anomalies (in 
tonnes per hectare) were computed as the differences between 
the original yield time series and the fitted trends (Fig. S12B). By 
applying a 9-year centered moving window, an annual time series 
of the SD of yield anomalies was derived. A regression line was fit-
ted to the recent portion (2004–2015) of the yield anomaly SD ser-
ies, and the estimated slope was tested for a monotonic trend 
using the two-sided Mann–Kendall trend test (62) (Fig. S12C). 
Note that the yield stability trends analyzed here were based on 
the yield anomalies over the 2000–2019 period (Fig. S12C). A sig-
nificant positive (negative) slope indicated a decreasing (increas-
ing) yield stability. Monotonic trends in average yield and the CV 
time series of yield anomaly in the same period were tested in 
the same manner as the SD time series.

To aid visualizing multiseason and multicrop results as a single 
map, the detected changes in yield stability for individual seasons 
and crops were combined according to the following rules. The 
major season result was selected as the representative when 
both major (winter) and secondary (spring) seasons were oper-
ated. When only one season was operated, the result for that sea-
son was considered even when it was the secondary (spring) 

season. Then, the number of crops with specific yield change 
(either a significant increase in yield anomaly CV, a significant in-
crease in yield anomaly SD, or a significant increase in average 
yield), out of four crops, namely maize, wheat, rice, and soybean, 
was counted and divided by the number of crops grown for a given 
location (Fig. 3D).

RF yield anomaly models
Machine learning models were developed to relate yield anomaly 
to climate, soil, management, and R&D expenditure. We used RF 
regression models (63) and did not explore alternative machine 
learning approaches as RFs are straightforward to implement 
and comparable to other approaches in many applications (64, 65). 
RFs are generally insensitive to correlations between explanatory 
variables in terms of predictive accuracy and overfitting (64), 
which further supports their use in this study. A RF algorithm 
deals with collinearity by randomly sampling a small subset of in-
put variables to build each splitting node of each tree. As a result, 
the learning algorithm can only choose among a small number of 
inputs at each splitting node, thus reducing the risk of collinearity.

We calculated the z-score values of yield anomaly by dividing 
annual yield anomaly by the SD of yield anomaly for the same pe-
riod as that used to estimate yield trends (Fig. S12D). The z-scored 
yield anomalies were related to climate, soil, management, and 
R&D variables (Table 1). Details of the explanatory variables are 
provided in the subsequent sections.

A specific model was constructed for each crop. Data from ma-
jor and secondary maize (rice) seasons were combined and used to 
develop a single maize (rice) model. However, the winter and 
spring wheat models were developed separately due to potential 
differences in the yield responses to environmental conditions be-
cause winter and spring wheat has different growing seasons and 
physiological characteristics. Model fitting was conducted using 

Fig. 8. Areas shares of R&D and climate effect categories by crop and region. A) The R&D effect is classified into two categories, i.e. R&D after 2000 has a 
significant or nonsignificant effect, in increasing yield stability in 2000–2019 under climate change. B) The climate effect is classified into three categories, 
i.e. climate change, relative to preindustrial levels, leads to a favorable, unfavorable, or no significant change in agroclimatic condition in terms of yield 
stability. The region codes are as follows: EAs, East Asia; EEuCAs, Eastern Europe and Central Asia; LAmCa, Latin America and Caribbean; MENAf, Middle 
East and North Africa; NAm, North America; SAs, South Asia; SEAsO, Southeast Asia and Oceania; SSAf, sub-Saharan Africa; and WEu, Western Europe 
(see also Fig. S11).
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the statistical software R (66) using the randomForest package (67) 
with the following settings: number of trees (ntree = 500), number 
of predictors sampled at each split (mtry = 3), and minimum size 
of terminal nodes (nodesize = 5). These hyperparameter settings 
were selected based on the package’s default values.

For model validation purposes, we used the leave-one-year-out 
cross-validation technique and assessed the Pearson’s correlation 
coefficients and the root mean squared errors calculated between 
the actual and simulated yield anomalies. Furthermore, the mod-
el evaluation was done to see whether the RF models with d4PDF 
factual climate simulation could reproduce the actual global pat-
tern of the changes in yield anomaly SD derived from the grid yield 
dataset. We also checked whether values of d4PDF factual and 
counterfactual climate simulations did not exceed the ranges cov-
ered by the training data (i.e. the JCS retrospective meteorological 
forcing) to ensure the reliability of the RF models. Last, we as-
sessed the importance of the explanatory variables. We used 
two methods to rank model input variables according to their im-
portance: the permutation method and the node purity method 
that rely on the residual sum of squares and the Gini index as im-
portance metrics, respectively.

Climate variables
Temperature and precipitation were considered to be the primary 
climatic drivers of yield anomalies. To account the effects of 
short-term extreme temperatures, relative counts of hourly tem-
perature exposure for a growing season were calculated using 
nine bins with constant 5 °C intervals (T < 0, 0 ≤ T < 5, 5 ≤ T < 10, 
…, 25 ≤ T < 30, 30 ≤ T < 35, and 35 ≤ T ). Hourly temperature values 
were obtained by fitting a sine curve to daily maximum and min-
imum temperatures. Relative counts of daily precipitation expos-
ure during the growing season were also calculated using 5 bins 
with unequal intervals (P < 1, 1 ≤ P < 5, 5 ≤ P < 20, 20 ≤ P < 30, and 
30 ≤ P). The growth periods were fixed based on the reported 
planting and harvesting dates (50). For winter wheat only, the pe-
riod before the completion of vernalization was excluded from the 
calculation by identifying the first date at which the fraction of 
growing-degree days to the crop total thermal requirements ex-
ceeds 0.1; this was estimated using the crop phenology model 
with the crop-specific base (0 °C) and maximum temperature 
(26 °C) for winter wheat. These climate variables were calculated 
for each of the actual, factual, and counterfactual climate 
conditions.

Soil variable
We focused on SOC content as a main soil variable, given the fact 
that in arid and semiarid regions of the world, high levels of SOC 
improve soil water holding capacity and moderate drought dam-
age (37). The topsoil (0–30 cm) SOC data were obtained from the 
Regridded Harmonized World Soil Database v1.2 (68) and aggre-
gated to the 0.5° resolution. In addition to SOC, we also used frac-
tions of clay, silt and sand, bulk density, cation exchange capacity 
of the clay fraction, pH, and available water storage capacity, all at 
the topsoil, to consider possible effects of soil characteristics on 
yield anomaly.

Management variables
We considered two variables related to producer’s crop manage-
ment, i.e. irrigation and N fertilizer. Irrigation mitigates drought 
damages and heat stress through evaporative cooling of the 
crop canopy (69). The irrigation intensity used in this study con-
sidered changes due to the expansion of the irrigation-equipped 

area based on the global historical irrigation dataset for the period 
of 1900–2005 (HID) (70) and crop-specific variations based on the 
global monthly irrigated and rainfed crop areas around the year 
2000 (MIRCA2000) (71). The data were aggregated to the 0.5° reso-
lution. Due to the lack of data, irrigation intensity values for the 
period 2006–2019 were extrapolated using a linear regression us-
ing the data from 1998 to 2005, although this assumption may 
not be totally accurate for some regions experiencing decreases 
in irrigation area, such as Russia (38). In addition to irrigation, 
we used the grid annual N application rate for each crop (72) as 
it is known that abiotic stresses become important as N inputs in-
crease (35, 36).

R&D variable
We incorporated the effect of agriculture R&D and resulting tech-
nologies and management practices that help stabilize yields into 
the RF models. To do so, an economic indicator was used. The in-
dicator, Ri,t, is the accumulated agricultural R&D expenditure for 
country i from 1995 to year t and expressed in constant 2015 USD. 
The accumulation took into account the duration of research and 
the obsolescence of technology:

Ri, t = Ei,t−6 + (1 − δ)Ri,t−1 (1) 

where E is the country annual agricultural R&D expenditure (con-
stant 2015 USD) and δ is the annual rate of technology obsoles-
cence (= 0.1 or 10% per year) (72). The lag time between research 
and technology adoption by producers was set at 6 years, al-
though lag time may vary by country and over time (73). As the 
R&D variable is of key importance in this study, we performed 
the sensitivity analysis on this variable, as described in the later 
subsection.

Attribution analyses
Simulation experiments were conducted using the RF models and 
d4PDF factual and counterfactual climate simulations. As shown 
in Fig. 6, the fc and ct runs compared the factual and counterfac-
tual climates and determine the climate effect to yield stability 
under actual R&D conditions. The fc and fc.em runs compared 
yield stability with and without R&D after 2000 under climate 
change.

Climate effect
The changes in yield stability associated with human-induced cli-
mate change were detected through a comparison of fc and ct runs 
(Fig. 6). Using 100 samples of the slope value of yield anomaly SD 
derived from the RF models forced by d4PDF climate simulation, a 
histogram was derived for each of the factual and counterfactual 
yields (Fig. S13). When the average slope value of the factual yield 
anomaly SD is higher (lower) than that of the counterfactual yield 
anomaly SD, it indicates that climate change contributed to de-
creasing (increasing) yield stability in 2000–2019. The two-sided 
Wilcoxon rank-sum test (74) was used to test the null hypothesis 
that the two types of slopes were equal.

R&D effect
The R&D effect after 2000 to yield stability under climate change 
was identified through a comparison of the fc and fc.em runs 
(Fig. 6). We assumed that the fc run, which included the time- 
dependent R&D and management variables, reflects advances in 
R&D and associated practices. Then, we performed a counterfac-
tual run in which advances in R&D and management practices are 
lacking to varying degrees. To do this, we fixed the R&D and 
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management variables to constant values. In the first model spe-
cification (M1), values of the R&D and management variables 
were set at the 2000 levels to calculate yield anomalies from 
2000 to 2019, while in the fifth model specification (M5), they 
were set equal to their yearly values until 2004 and were held con-
stant thereafter (Fig. S14). This model setting resulted in 20 model 
specifications per crop (M1 to M20). For each year in which advan-
ces in R&D and practices were eliminated in the RF models, a 
histogram of the slope value for the corresponding model specifi-
cation was derived and compared with a histogram of the slope 
value for actual R&D and practices, each consisting of 100 mem-
bers from the RF models forced by d4PDF factual climate simula-
tion (Fig. S15). When the average slope value for actual R&D and 
practice was significantly smaller than that without advances in 
R&D and practice, it indicates that changes in R&D and practices 
after 2000 increased yield stability. The absence of a significant 
difference indicates that changes in R&D and practices since 
2000 did not have a significant effect on increasing yield stability 
under climate change.

Sensitivity analysis
We examined the sensitivity of variable importance and attribution 
results to the different assumptions used in the R&D variable cal-
culation. The country annual R&D expenditure data collected 
were for agriculture and not limited to the four crops considered 
here. Therefore, we first examined whether the use of R&D expend-
iture for these crops, not for agriculture, affected results. To that 
end, we assumed that annual R&D expenditure designated for 
the four crops was proportional to the share of value derived 
from production of the four crops to total value of agricultural pro-
duction. We collected country annual data on value of production 
for the four crops and entire agriculture from FAO (48) and derived 
them for each country and year. Second, we considered shorter 
(6-year) and longer (12-year) time lags between research and adop-
tion of technologies by producers. Finally, we considered relatively 
slower (10% per year) and faster (20% per year) technology obsoles-
cence by setting δ value in Eq. 1 to 0.1 and 0.2, respectively.

We performed five experiments in the sensitivity analysis: 
Ex. 1—R&D expenditure for agriculture (c0), shorter time lag be-
tween research and adoption (r6), and slower technology obsoles-
cence (o1) (denoted “c0r6o1”); Ex. 2—R&D expenditure for 
agriculture, longer time lag (r12), and slower obsolescence 
(“c0r12o1”); Ex. 3—R&D expenditure for the four crops (c1), shorter 
time lag, and slower obsolescence (“c1r6o1”); Ex. 4—R&D expend-
iture for the four crops, longer time lag, and slower obsolescence 
(“c1r12o1”); and Ex. 5—R&D expenditure for the four crops, short-
er time lag, and faster obsolescence (“c1r6o2”). For each experi-
ment, the RF models were built and then the variable 
importance and the area shares for the climate and R&D effect 
categories were estimated.

In the main text, we presented the results from Ex. 1 (c0r6o1). 
We found that the assumptions used in the R&D variable calcula-
tion affected the level of but not the pattern of cumulative R&D 
expenditure (Fig. S16). The difference in the level of cumulative 
R&D expenditure was absorbed in the RF models, as ordinary re-
gression models would do, and did not affect the variable import-
ance and attribution results.
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