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A B S T R A C T

Ovarian-adnexal lesions are conventionally assessed with ultrasound (US) under the guidance of the Ovarian- 
Adnexal Reporting and Data System (O-RADS). However, the low specificity of O-RADS results in many un-
necessary surgeries. Here, we use co-registered US and photoacoustic tomography (PAT) to improve the diag-
nostic accuracy of O-RADS. Physics-based parametric algorithms for US and PAT were developed to estimate the 
acoustic and photoacoustic properties of 93 ovarian lesions. Additionally, statistics-based radiomic algorithms 
were applied to quantify differences in the lesion texture on US-PAT images. A machine learning model (US-PAT 
KNN model) was developed based on an optimized subset of eight US and PAT imaging features to classify a 
lesion as either cancer, one of four subtypes of benign lesions, or a normal ovary. The model achieved an area 
under the receiver operating characteristic curve (AUC) of 0.969 and a balanced six-class classification accuracy 
of 86.0 %.

1. Introduction

Transvaginal ultrasound (US) is widely used for initial evaluation of 
ovarian-adnexal lesions. The Ovarian-Adnexal Reporting and Data Sys-
tem (O-RADS) provides a consensus guideline for stratifying the ma-
lignancy risk of ovarian-adnexal lesions based on grayscale and Doppler 
US [1,2]. However, despite its high sensitivity in detecting cancer, 
O-RADS is challenged to accurately diagnose lesions with atypical ap-
pearances, resulting in a low specificity. Consequently, while over 40 % 
of patients with adnexal lesions undergo surgeries, less than 10 % of the 
excised lesions are malignant, suggesting that many patients could have 
more conservative management [3]. MRI provides superior specificity 
and a higher positive predictive value (PPV) because it can more accu-
rately distinguish the type of fluid and solid components inside a lesion 
[4,5]. Contrast-enhanced US (CEUS) has also been shown to moderately 
improve the diagnostic specificity [6,7]. However, both CEUS and MRI 
involve contrast agents and require more complicated examination 
procedures.

Photoacoustic tomography (PAT) uses hemoglobin as an endogenous 
contrast agent to image vasculature. Compared to Doppler US, PA im-
aging can detect smaller vessels and reflect a lesion’s vascularity more 

accurately because it does not depend on either blood flow or the US 
probe’s orientation during imaging [8,9]. PA can be readily integrated 
with US systems for various clinical applications [10–12]. Earlier pub-
lications from our group have shown that when assessing the cancer risk 
of an ovarian-adnexal lesion, incorporating PAT total hemoglobin con-
centration and blood oxygenation saturation information improved 
diagnostic accuracy [12,13]. However, our earlier approaches did not 
explore the use of quantitative US and PA parameters, radiomic features, 
and machine-learning models for accurate diagnosis of complex ovarian 
lesions.

Parametric US extracts parameters of tissue’s response to US from 
radiofrequency (RF) data. These parameters are intrinsic tissue proper-
ties that are operator-independent and do not require capturing the 
entire lesion on a single US scan. Studies have demonstrated the clinical 
efficacy of these algorithms in imaging various organs and tissue types 
[14–16]. Similar parametric algorithms are also applicable to PA 
imaging.

Radiomics is a statistical approach to image analysis that has been 
applied to various modalities in a range of oncological applications 
[17–19]. Both parametric algorithms and radiomics computationally 
extract information from images that may not be obvious to visual 
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perception. In this study, using in vivo ovarian lesion data acquired from 
68 patients with 93 ovarian lesions [13], we computed quantitative US 
and PA parameters from RF data and extracted radiomic features from 
US and PAT images. We then developed a machine learning model based 
on an optimized subset of these features to classify common lesion types. 
Adding the quantitative imaging features extracted from co-registered 
US-PAT significantly improved the diagnostic performance of O-RADS. 
To the best of our knowledge, this study is the first one to explore the 
utility of quantitative US and PA parameters and radiomic features to 
accurately diagnose complex adnexal/ovarian lesions of a considerable 
patient population.

2. Methods

2.1. Co-registered US-PAT imaging system

Imaging was performed with the transvaginal US-PAT system 
described previously in [12,13]. In this system, PAT signals are excited 
by light from a tunable Ti:Sapphire pulsed laser (LOTIS TII, Minsk, 
Belarus) delivered to the tissue through four optical fibers, as shown in 
Fig. 1 [20]. Co-registered US and PAT scans are acquired with a com-
mercial transvaginal US system (E-CUBE 12, Alpinion Medical Systems, 
Republic of Korea). PAT data was acquired at four wavelengths around 
the isosbestic point for oxy- and deoxyhemoglobin at 808 nm: 750, 780, 
800, and 830 nm. Images at each wavelength were five-times averaged 
to improve the signal-to-noise ratio. The PAT images at the four wave-
lengths are acquired sequentially, interleaved with real-time US B mode 
imaging. Additionally, interleaved PAT and US beamforming allows for 
real-time co-registered US-PAT display during the imaging sessions.

2.2. Patient imaging

This study was approved by the Institutional Review Board of the 
Washington University School of Medicine. Between August 2020 and 
June 2022, 73 patients participated in the study. All patients provided 
informed consent. Each patient was first examined by a study radiologist 
using a clinical US system. The radiologist then imaged the patient with 
our US-PAT system and indicated the lesion’s position on the B-scan US. 
A rectangular region of interest (ROI) was selected that contained either 
the entire lesion or the lesion’s most significant features, such as 
papillary projections and internal solid components. Each lesion 
received two O-RADS scores, graded independently by two study radi-
ologists. Among the 73 participating patients, five were excluded from 
data analysis because of either technical issues or the imaging limita-
tions of our system. From the rest of the cohort, consisting of 68 patients, 
93 ovaries or adnexal lesions were imaged and evaluated, as summa-
rized in Table 1. All the patients included in this study were scheduled 

for oophorectomy after the imaging study, and the final pathological 
diagnoses after surgery were used as the ground truths in our analysis.

2.3. Lesion characterization

Fig. 2 illustrates the procedure for characterizing and classifying an 
ovarian-adnexal lesion from a co-registered US-PAT scan. Each lesion is 
localized with a rectangular ROI, and its boundary is manually 
segmented. To describe the lesion’s shape, a set of normalized shape 
features is computed from the lesion’s contour. Then, within the ROI, 
parametric and radiomic features are computed from the co-registered 
US-PAT RF data and images, respectively. Using the extracted fea-
tures, a classification model is trained to classify common lesion types 
and predict a lesion’s malignancy risk.

2.3.1. Lesion shape features
To characterize the shape of an ovarian-adnexal lesion, we manually 

trace out its contour and compute three Zernike moments and 10 shape 
indices [21,22], as shown in Fig. 3. The three chosen Zernike moments 
reflect the contour’s roundedness (φ4,2), shape irregularity (φ6,0), and 
boundary distinctness (φ9,7) [21]. Similarly, the ten shape indices 
measure the shape’s elongation (extension 1, extension 2), convexity 
(convexity 1, convexity 2), deviation from an oval shape (φMA, φR, φD), 
and boundary irregularity (Ncc, circularity, deficit). To ameliorate 
incomplete viewing of the lesion by US, all shape features are 
normalized.

2.3.2. US parametric features
To characterize a lesion’s acoustic properties, four US parameters 

were extracted inside the ROI (Fig S1). First, Nakagami imaging (TSI) 
was implemented to reflect local acoustic scatterer concentrations [23]. 
Second, the local speed of sound (SoS) inside the tissue was estimated 
using a custom algorithm adapted from [24]. Third, the local acoustic 

Fig. 1. Co-registered US-PAT system. Light from a tunable Ti:Sapphire pulsed laser is coupled evenly into four optical fibers through a compact optical setup 
involving three polarizing beam splitters (PBS). Two optical fibers deliver illumination from each side of the US probe. A thin resin sheath covers the US probe with 
the optical fibers and improves the illumination uniformity through the diffuse reflective coating on its inside surface.

Table 1 
Summary of all ovarian-adnexal lesions analyzed in this study: A total of 93 
ovarian-adnexal lesions from a cohort of 68 patients. For some patients in the 
cohort, both ovaries were imaged and analyzed as separate samples.

Classification Description

Cancer Malignant ovarian/ adnexal lesion (n = 18) 
Borderline ovarian lesion (n = 1) 
Malignant tubal lesion (n = 2)

Benign Cystic lesion (n = 23) 
Solid lesion (n = 12) 
Teratoma (n = 10) 
Endometriosis or adhesion (n = 14)

Normal No abnormality identified by imaging or histopathology after 
surgical removal (n = 13)
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attenuation (TAI) was estimated by computing the local decrease rate of 
the US center frequency as a function of the imaging depth [25]. Finally, 
short-lag spatial-coherence (SLSC) imaging provided a source of 
nonlinear US contrast. SLSC is a coherence–based beamforming tech-
nique that has been shown to reduce clutter and enhance lesion defi-
nition in a nonlinear signal-dependent fashion [26,27]. For comparison 
between lesions, the mean and variance of each parameter inside the 
ROI were calculated.

2.3.3. US radiomic features
We computed 41 radiomic features characterizing a lesion’s textural 

appearance on the US image. They included 14 based on the gray level 
co-occurrence matrix (GLCM) [28], 14 based on the neighborhood gray 
level dependence matrix (NGLDM) [29], and 13 based on the gray level 
size-zone matrix GLSZM [21]. Compared to parametric techniques, 
radiomics is more sensitive to intra-tumoral heterogeneity, especially to 
local and subtle variations (Fig S2). To ensure feature stability and 
reproducibility, all ROIs were normalized with respect to the brightest 
pixel in their corresponding US scan and discretized to 32 gray levels. All 
the radiomic statistics were normalized using Yeo-Johnson transform 
followed by z-transform.

2.3.4. PAT parametric features
Four PA parameters were extracted (Fig S3). First, using the data at 

all four wavelengths, the relative oxyhemoglobin concentration ([HbO2]) 
and deoxyhemoglobin concentration ([HbR]) were estimated using 
linear spectral unmixing. Then, the relative total hemoglobin concen-
tration (THb) was calculated as THb = [HbO2] + [HbR], and the level of 
oxygen saturation (sO2) was calculated as sO2 = [HbO2]/THb. To reduce 
the impact of outliers and ROI size variations, the mean value of each 
lesion parameter was calculated as the weighted mean inside the full 
width at half-maximum of its distribution. In addition, linear regression 
was applied to the mid-band section of the PA power spectrum to 
compute the mid-band slope and intercept [30].

2.3.5. PAT radiomic features
We computed 41 radiomic features of the PAT ROI, using the same 

method as for the co-registered US ROI (Fig S4).
Finally, for each lesion the average of the O-RADS scores from two 

study radiologists was included. In total, we extracted 112 imaging 
features from each lesion, including 62 US features, 49 PA features, and 
one O-RADS score. Because multiple scans were collected from the same 
lesion, the average results were used to improve the feature stability.

Fig. 2. Procedure for lesion characterization and classification from a co-registered US-PAT scan.
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Fig. 3. Features describing the shape of an ovarian-adnexal lesion. The red line delineates the lesion’s contour on the US B scan. The contour, f , is represented in a 
Cartesian coordinate system centered at the shape’s center of mass (CM) in centimeters. Here, ρi and ρe are respectively the radii of the maximum inscribed circle and 
the minimum circumscribed circle. Further,CH(f) denotes the contour’s convex hull, and MA and SA denote the semi-major and semi-minor axes of the best-fit ellipse 
for the contour. Rmax and Rmin are the maximum and minimum distances from the CM to f , and DF and EDF are the maximum and minimum Feret distances, 
respectively. Card() denotes the cardinality operator or the number of connected components, and P() denotes the perimeter of a shape.

Fig. 4. Procedure for imaging feature selection. ANOVA: analysis of variance followed by Tukey-Kramer test. MRMR: maximum-relevance minimum-redun-
dancy algorithm.
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2.4. Lesion classification and statistical analysis

Using the extracted features, classification models were developed to 
differentiate six classes of ovarian-adnexal lesions: cancer, benign cystic 
lesions, benign solid lesions, teratoma, endometriosis, and normal 
ovaries.

To select significant US and PA features, each feature was first tested 
using one-way ANOVA. A feature was excluded if none of the pair-wise 
p-values calculated from the Tukey-Kramer test was less than 0.01. 
Because ANOVA favors features with low intraclass variance and high 
interclass variance while imposing relatively loose confidence limits, 
this initial test aimed to eliminate features that provide little to no 
discrimination between categories. Then, the minimum-redundancy 
maximum-relevance algorithm (MRMR) was employed to separately 
rank the remaining US and PA features. Unlike ANOVA, which assesses 
each feature independently, MRMR additionally reduces feature 
redundancy by minimizing correlations between selected features. Thus, 
MRMR was applied here as the secondary screening test to remove 
features that were either insignificant or redundant compared to some 
other better-performing features. Finally, seven US features and five PA 
features with the highest predictor importance scores, along with the O- 
RADS score, were used for model training during which an exhaustive 
grid search was performed to determine the optimal feature subset.

Each diagnostic category in the dataset was randomly split into a 
training set and a validation set in a 3:1 ratio. Each model was trained 
103 times with different random train-validation splits to assess its 
diagnostic performance and stability. An exhaustive search determined 
the best subset of features based on four criteria: (1) classification ac-
curacy, (2) PPV, (3) fluctuation between different train-validation splits, 
and (4) cancer-vs-rest AUC, where the rest contains all benign lesion 
types and normal ovaries. The first three criteria were weighted so that 
the numbers of cancer and benign cases were balanced (Fig S5). The 
KNN model structure was selected because it produced the best diag-
nostic performance compared to other classification models (Table S1).

The optimized model was a KNN model with eight features, 
including four US features (shape convexity, mean SLSC, GLCM ASM, 
and GLCM IDM), three PA features (mean THb, mean sO2, and GLCM 
SVAR), and the average O-RADS score. The procedure for imaging 
feature selection is summarized in Fig. 4.

To better understand the significance of the selected features, a 
relative measure of feature importance was computed. Feature 

importance heavily depends on the classification model [31,32]. 
Therefore, more objective feature importance was obtained by aver-
aging the importance values calculated by four methods: the permuta-
tion feature importance of a linear multinomial regression model and a 
nonlinear KNN model, the out-of-bag feature importance of a random 
forest model, and the feature importance from the ReliefF algorithm. 
Additionally, the local feature importance for cancer-versus-rest classi-
fication was computed using a similar method.

Further, the model was calibrated with the reliability curve to pre-
dict a realistic malignancy risk matching the empirical probability of 
malignancy (Fig S6).

3. Results

Fig. 5 shows representative US-PAT images of different ovarian le-
sions. Fig. 6 shows the statistical distributions of six features that were 
significant in differentiating various ovarian pathologies. All malignant 
lesions received O-RADS scores ≥ 4, and all normal ovaries were 
correctly scored as 1 (Fig. 6a). However, the O-RADS scores showed high 
uncertainty in assessing benign lesions, suggesting high sensitivity but 
inadequate specificity. Comparison of the lesion convexity showed that 
while normal ovaries appeared oval with convexities close to 1, benign 
cystic or solid lesions were less convex, and cancer and teratoma had still 
more irregular shapes (Fig. 6b). SLSC is a measure of the local spatial 
coherence of US signals. Fig. 6c suggests that most cancers had low SLSC 
due to their complex and heterogeneous composition, whereas benign 
solid lesions had the highest SLSC. IDM is a radiomic feature describing 
the local homogeneity of US signal intensities. Cystic lesions had the 
highest IDM because they were fluid-filled and uniformly hypo-echoic in 
US. In contrast, solid lesions had the lowest IDM, due to hyper-echoic 
fibrotic tissue that generated significant US speckles (Fig. 6f). Func-
tional markers of different lesions were extracted from co-registered 
PAT. Fig. 5 shows that cancer and endometriosis had stronger and 
more diffusely distributed PA signals than benign lesions, matching the 
quantitative comparison of THb concentrations shown in Fig. 6e: the 
THb of endometriosis was elevated compared to that of other benign 
lesions, while cancer had significantly higher THb than all benign pa-
thologies. Fig. 6d shows that the sO2 level of endometriosis was com-
parable to that of other benign pathologies, but cancer had lower sO2 
than all benign lesions. Therefore, while endometriosis and cancer had 
similar presentations on single-wavelength PAT, they could be separated 

Fig. 5. Example co-registered US-PAT B scans of different ovarian-adnexal lesions. PAT images in hot color maps are overlaid on co-registered grayscale US images. 
The top left and bottom right corners of the ovarian-adnexal lesion or the normal ovary are marked by blue ‘+ ’ symbols on each scan. The images are displayed with 
the same dynamic range: 60 dB for US images and 35 dB for PAT images.
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using the combination of THb and sO2.
Fig. 7a shows that for differentiating cancer from benign lesions, 

adding either PAT or US features to the O-RADS score significantly 
improved the model’s AUC. The KNN model based only on O-RADS 
scores had an AUC of 0.871 (95 % CI: 0.853–0.889). In comparison, with 
both the PAT and US features, the model’s AUC was improved to 0.969 
(95 %CI: 0.961–0.977). The PAT features predominantly improved the 
model’s sensitivity, whereas the US features mainly improved its spec-
ificity, resulting in a leftward shift of the ROC curve. This observation 
implied that an elevated THb and decreased sO2 caused the model to 
predict a higher malignancy risk when a lesion’s O-RADS score was < 5, 
whereas the US features were important in downgrading benign lesions 
with O-RADS scores ≥ 4. Fig. 7b suggests that a high THb, high O-RADS 
score and low US SLSC were the most critical markers of malignancy.

Fig. 8a summarizes the six-class classification performance of the US- 
PAT KNN model compared to the models with fewer imaging features. 
Incorporating either PAT or US features allowed for more nuanced 
lesion classification. When all imaging features were considered, the 
model achieved a balanced classification accuracy of 86.0 ± 0.8 %. 
When calculating the balanced classification accuracy, the cancer ac-
curacy was weighted to match the total number of benign categories. 
Fig. 8b shows the comparative importance of the features to the model’s 
global performance, where each category is weighted equally. The 
importance of the three radiomic features is significantly elevated, 
suggesting their ability to differentiate benign pathologies with subtler 
differences.

Table 2 demonstrates the model’s performance when applied to 
three lesions unused during model training. Table 2a shows an ovary 

Fig. 6. Distributions of six example imaging features that were significant in differentiating different ovarian-adnexal pathologies.

Fig. 7. (a) Average ROC curves of KNN models for differentiating cancer from benign lesions and normal ovaries. The diagnostic performance of the KNN model 
using the O-RADS score as its only predicting variable was compared to that of the models including quantitative PAT and/or US imaging features. The gray shaded 
areas show the standard deviation of each ROC curve. The average and the 95 % confidence interval of the AUC for each ROC is marked in the legend. (b) The relative 
importance of the imaging features contributing to cancer prediction. RR: radiologist reading.
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with high grade serous carcinoma. The US-PAT image showed a complex 
solid lesion with diffuse internal vasculature. The US-PAT KNN model 
correctly predicted cancer with a malignancy risk of 0.753, consistent 
with the O-RADS assessment. Table 2b shows a large benign fibroma 
that appeared hyper-echoic with shadowing on US, and showed sparse 
vascularity on PA. The study radiologists gave an O-RADS score of 5, 
referring the patient to further consultation. The US-PAT KNN model 
correctly classified the lesion as a benign solid lesion with a malignancy 
risk of 0.313, downgrading it from its initial O-RADS assessment. 
Table 2c shows a benign lesion with endometriosis and stromal calcifi-
cation. The study radiologists gave an average O-RADS score of 4.5 
because the lesion had multiple papillary projections and showed high 
vascularity in Doppler US. Despite relatively high ambiguities in the 
prediction scores, the model correctly classified the lesion with a ma-
lignancy risk of 0.231, correctly downgrading the lesion from its O- 
RADS assessment.

4. Discussion

In our previous work, we found that co-registered PAT hemoglobin 
concentration and oxygen saturation helped improve the diagnostic 
accuracy in assessing a lesion’s malignancy risk using O-RADs [13]. 
Here, we have advanced from binary malignant-vs-benign differentia-
tion to more nuanced classifications. A set of US-PAT imaging features 
was created by combining parametric features from co-registered RF 
data and radiomic features from co-registered US-PAT images. We 
selected an optimal subset of eight US and PAT imaging features that 
provided the best performance in differentiating various 
ovarian-adnexal pathologies. Comparing the significance of PAT and US 
features, we observed that PAT features improved the model’s confi-
dence in cancer diagnosis when a lesion showed heightened vascularity 
and lowered oxygen saturation. However, different benign pathologies 
could not be effectively separated with PAT features alone. US features 
mainly improved the model’s specificity and differentiation between 
benign pathologies. Additionally, we found that parametric features 

Fig. 8. (a) Global model performance for six-class classification, with and without the addition of quantitative PAT and/or US imaging features. The numbers in the 
confusion matrices are shown in percentages normalized by the case numbers in each category. ACC = balanced classification accuracy. (b) Relative feature 
importance to the unweighted classification task. RR: radiologist reading.
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were more significant for predicting malignancy, whereas radiomic 
features helped the model better differentiate between benign pathol-
ogies. Interestingly, whereas many US radiomic features demonstrated 
differentiating capability for different pathologies to some extent, only 
one PAT radiomic feature showed sufficient significance compared to 
parametric PAT features. The reason was that B-scan PAT, as a func-
tional imaging technique, does not provide as much morphological in-
formation as US, while high-resolution morphological details are critical 
for radiomics to provide stable and accurate results [33].

To generalize the model and potentially facilitate the radiologists’ 
assessment of various lesions, we calibrated the model to predict a 
malignancy risk in a graded manner similar to the O-RADS system. The 
calibrated malignancy risks were validated on three cases unused during 
model training, including one cancer, one fibroma, and one endome-
triosis. The model predicted reasonable malignancy risks for all three 
testing cases, downgrading both benign cases with high O-RADS scores. 
Although endometriosis is a prevalent benign disease, it is difficult to 
diagnose through imaging because of its complex phenotypes and the 
lack of a specific biomarker [34]. We found that endometriosis had a 
heterogeneous appearance in US images and an elevated vascularity that 
mimics cancer. Among other lesion categories, the US-PAT KNN model 
exhibited lowest sensitivity and PPV in identifying endometriosis 
(Fig. 6a). This finding agrees with radiologists’ clinical experience 
because endometriosis is indeed often misdiagnosed as other diseases. 
Nevertheless, the US-PAT KNN model predicted moderate to low 

malignancy risk for endometriosis, suggesting that the imaging features 
effectively downgraded endometriosis that has high O-RADS scores. It 
should be noted that due to the limited sample size, the model’s 
generalizability was tested through cross-validation. As more patient 
data are being collected, this model will be conducted on an indepen-
dent test set. More generally, we demonstrated that analyzing US and 
PAT images with physics-based parametric and statistics-based radiomic 
algorithms allowed us to extract richer, more nuanced features, 
enhancing classification accuracy beyond conventional subjective 
diagnostic criteria. Therefore, our proposed method can also serve as the 
backbone of a more comprehensive analysis pipeline for US and PAT 
image data and be extended to other diagnostic or treatment monitoring 
applications [35–38].

Because ovarian-adnexal lesions constitute a wide range of hetero-
geneous pathologies, simplistic malignant-vs-benign classification is not 
sufficient. Additionally, there is significant variation in the lesion pre-
sentation even within the same subcategory. As a result, the size of the 
study population is a main limitation, and the model’s generalizability 
could be affected because the model did not include some rarer pa-
thologies during training. We mitigated this limitation by selecting a 
simple model architecture and the smallest subset of imaging features. 
Feature space dimensionality can be reduced through either feature 
selection or feature fusion. Here, we focused on the former technique for 
the interpretability of the final feature set. We note that it is possible to 
further enhance the model performance with feature fusion methods 

Table 2 
Representative test images unused during model training, and their calibrated malignancy risk predicted by the US-PAT KNN model. The top left and bottom right 
corners of the lesion are marked with blue ‘+ ’ symbols on each scan. In (c), the stromal calcification is indicated by the pink arrow. In the plots for model prediction 
scores, the six numbered categories are C = cancer, BC = benign cystic, BS = benign solid, T = teratoma, E = endometriosis, N = normal.
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including Principal Component Analysis (PCA) and Singular Value 
Decomposition (SVD) for linear fusion, and t-distributed stochastic 
neighbor embedding (t-SNE) and Uniform Manifold Approximation and 
Projection (UMAP) nonlinear fusion [39]. However, as these methods 
would reduce interpretability, they were not used in this study. As more 
data from a wider variety of pathologies are being collected, we will 
obtain a more comprehensive representation of each lesion subcategory. 
Additionally, more sophisticated model architectures [40] could be 
adopted to further improve the diagnostic performance. A more nuanced 
classification of lesions than provided by the current O-RADS system is 
also of great clinical value because more targeted clinical management 
requires not only recognizing when a lesion is benign, but also accu-
rately diagnosing its type. This is especially true for smaller lesions, 
where surgery may be unnecessary depending on the lesion’s pathology.

To be deployed in a clinical setting, the analytical procedure will be 
automated. The manual lesion segmentation can be replaced by a deep 
learning method for segmenting lesions on US images [41]. Diseased 
vasculature manifests in changes in both vascularity and vascular 
morphology. An ongoing effort to extract more morphological infor-
mation from PAT seeks to improve the image resolution and create 
multi-perspective 3D reconstruction using deep learning [42].
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