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INTRODUCTION
Diagnosis of malignancy relies on histopathologic clas-

sification of tumor appearance, often alongside other fea-
tures such as mutation profiling and clinical presentation. 
However, many tumors display a spectrum of heterogeneous 
appearances, which may in part reflect unknown differences 
in their development. Tumor heterogeneity can lead to diag-
nostic uncertainty, with disagreement among pathologists, 
overdiagnosis, underdiagnosis, or inability to distinguish 
“gray zone” cases between tumor types (1–3). Addition-
ally, the cell type of origin for some cancers is unclear, and 
these malignancies are usually classified based on tissue of 
occurrence. Further, tumors can dedifferentiate, correlating 
with more aggressive behavior and complicating diagnostic 
identification. Cancers of unknown primary (CUP) represent 
malignancies that are often particularly dedifferentiated and 
aggressive with poor survival rates. Lack of diagnostic infor-
mation is one factor that complicates the treatment of many 
cancers, including CUPs, which are usually treated using 
nontargeted therapies with harsh toxicities. Understanding 
developmental pathways dysregulated in malignancies is a 

major goal in cancer biology and could enable targeted ther-
apeutic interventions guided by more precise diagnosis tools.

Machine learning classifiers have shown promise as new 
tools when applied to image processing in radiology and 
histopathology (4–6). However, image classifiers only detect 
visual features and are sometimes subject to artifacts (7, 8). 
Classifiers that use molecular features, such as gene expres-
sion, have great potential to aid in diagnosis through cap-
turing nonvisual information, and recent approaches have 
demonstrated value in combining visual and molecular fea-
tures for classification (9, 10). However, gene expression clas-
sifiers have suffered from overfitting due to the high number 
of features (11–13), which results in poor predictive power 
on new datasets. Alternatively, selecting small gene panels 
for measurement also reduces predictive power by not uti-
lizing all the information. A key challenge in utilizing gene 
expression data to build integrated diagnostic models is how 
to reduce the number of features while extracting the most 
relevant information.

To address these challenges, we made use of two com-
prehensive atlases: The Cancer Genome Atlas (TCGA) and 
the Mouse Organogenesis Cell Atlas (MOCA; refs. 14, 15). 
TCGA contains expression data for 33 bulk sequenced tumor 
and normal tissue types accompanied by diagnostic annota-
tions. MOCA, in turn, contains single-cell expression pro-
filing [single-cell RNA sequencing (scRNA-seq)] dissecting 
the mammalian organogenesis process during E9.5 to E13.5 
after fertilization in mice (corresponding to E22 to E44 in 
humans) and arranges single cells into developmental trajec-
tories. For covering periods when adult mammalian lineages 
are developed, the MOCA study represents the most complete 
atlas of mammalian organogenesis, and MOCA developmen-
tal lineages show a very high degree of similarity to their 
human ortholog lineages (16).

In this analysis, we systematically compare both atlases to 
define the developmental relationships of human tumors. We 
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apply deconvolution to bulk tumor transcriptome data and 
identify the most closely related developmental trajectories 
for each tumor sample. We input scores for each developmen-
tal trajectory into a deep learning algorithm [developmental 
multilayer perceptron (D-MLP)] that predicts tumor types 
with up to 99% accuracy. Finally, we apply this tool to CUPs 
and make predictions for patient samples, narrowing the dif-
ferential diagnosis with implications for treatment.

RESULTS
Systematic Mapping of TCGA Tumors by 
Developmental Trajectories

An overview of the study is shown in Fig.  1. In brief, we 
mapped tumors to trajectories belonging to major cell line-
ages and developmental programs (Fig.  1A and B). This 
allowed us to deconvolute bulk tumor gene expression signa-
tures into scores for each developmental program (Fig. 1C), 
which we inputted into a multilayer perceptron that classified 
tumor type (Fig. 1D).

In order to achieve this goal, first we systematically com-
pared gene expression profiles of TCGA samples with MOCA 
single cells. We calculated the rank-based correlation coef-
ficient for expressed genes between each TCGA sample and 
each MOCA single cell (Fig.  2A; see Methods). Altogether, 
the analysis constituted a systematic comparison between 
15,929 genes expressed across 10,388 TCGA samples derived 

from 9,681 patients (cohort details, Supplementary Table S1) 
and 1,331,984 single cells derived from the MOCA dataset. 
In total, 21,217,199,458 datapoints were used to compute 
13,836,649,792 correlation coefficients (summary statistics, 
Supplementary Table S2). We verified that these coefficients 
represented meaningful association between the two datasets 
by comparing them to those generated from row-randomized 
data (Supplementary Fig.  S1A–S1C). In the MOCA study, 
single cells are grouped into 10 main trajectories, which are 
then divided into 56 subtrajectories, using gene expression 
similarity and known marker genes (15). Further, for each 
subtrajectory, MOCA provides Uniform Manifold Approxi-
mation (UMAP) coordinates for all the cells of that trajectory. 
We averaged correlation coefficients for each sample of the 
same TCGA type (Fig. 2A) and plotted their similarity against 
cells in each MOCA subtrajectory (Supplementary Fig. S1D). 
This revealed many expected relationships, such as inhibitory 
neuronal trajectories showing similarity with low-grade glio-
mas [brain lower grade glioma (LGG)] but not hepatocellular 
tumors [liver hepatocellular carcinoma (LIHC)], and vice 
versa for hepatocyte trajectories (Fig. 2B).

Next, we averaged correlation coefficients across all cells 
of the same developmental subtrajectory (Fig. 2A) and visu-
alized them as a single similarity score compared against 
TCGA sample type (Fig. 2C). Hierarchical clustering analysis 
of these data identified six TCGA sample and six develop-
mental subtrajectory clusters, for a total of 36 (Fig.  2C). 

Figure 1.  Diagnosis of malignancy by developmental deconvolution and machine learning. A, A comparison between bulk RNA-seq data from TCGA and 
scRNA-seq from MOCA was performed, generating a systematic developmental correlation analysis (map) of human tumors. B, Each mapped relationship 
consists of tumor types and developmental subtrajectories, represented at different stages of embryogenesis. C, Using this map, bulk gene expression 
signatures from each tumor sample can be deconvoluted into component developmental trajectories. D, Scores for each developmental trajectory at each 
embryonic time point can be inputted into a multilayer perceptron classifier that outputs tumor type prediction. This classifier is then applied to CUP.

A

TCGA
RNA-seq

MOCA
scRNA-seq

Similarity

Similarity

Cell A

Tu
m

or
 1

Tu
m

or
 2

Tu
m

or
 3

Tu
m

or
 4

Tu
m

or
 5

Tu
m

or
 6 Tu

m
or

 1
Tu

m
or

 2
Tu

m
or

 3
Tu

m
or

 4
Tu

m
or

 5
Tu

m
or

 6

Cell B
Cell C
Cell D
Cell E
Cell F

Cell A
Cell B
Cell C
Cell D
Cell E
Cell F

B

C D

G
en

e 
1

G
en

e 
2

G
en

e 
3

G
en

e 
4

G
en

e 
5

G
en

e 
N

G
en

e 
1

G
en

e 
2

G
en

e 
3

G
en

e 
4

G
en

e 
5

G
en

e 
N



A Multilayer Perceptron for Cancer Classification RESEARCH ARTICLE

	 NOVEMBER  2022 CANCER DISCOVERY | 2569 

Figure 2.  Systematic correlation of TCGA to developmental trajectories. A, The MOCA developmental atlas 
contains 1,331,984 high-confidence scRNA-seq cells (i), and for each, the gene expression was systematically 
correlated (Spearman rank-ordered correlation coefficient, ρ) against each of the 10,388 samples from TCGA (j). 
Correlation coefficients were scaled across the dataset by Z-score. In step 1, for each cell i, the correlation coeffi-
cients from the same TCGA sample type “A” were averaged and plotted (see also Fig. 2B and Supplementary S1D). 
Then in step 2, for each MOCA developmental trajectory “B,” these correlation coefficients were further averaged 
to arrive at a single similarity score relating each tumor type to each developmental trajectory (depicted in C). 
Sample types are defined in the TCGA study (14) and developmental trajectories in the MOCA study (15) and were 
used as given. B, Cells from the MOCA subtrajectories hepatocyte development and inhibitory neuron development 
are plotted according to their UMAP coordinates given in that study. The similarity of each cell with selected TCGA 
sample types is shown, as is the distribution of similarity scores across the cells for each TCGA type (LGG, TGCT, 
LIHC). Inhibitory neuron trajectory cells showed higher similarity scores with LGG than did hepatocyte trajectory 
cells, and vice versa for LIHC. TGCT was not significantly related to either trajectory. (continued on next page)
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Clusters highlighted relationships between tissue types and 
developmental trajectories: brain-derived samples [LGG, 
glioblastoma multiforme (GBM)] with neuronal subtrajec-
tories, kidney tumors [kidney chromophobe (KICH), kidney 
renal papillary cell carcinoma (KIRP)] with renal epithelial 
trajectories, hepatocellular tumors (LIHC) with hepatocyte 
trajectories, and testis tumors [testicular germ cell tumors 
(TCGT)] with germ cell trajectories, among several other 
expected correlations. Furthermore, we observed expected 
developmental lineage relationships: Melanoma samples 
[skin cutaneous melanoma (SKCM)] with neural crest tra-
jectories, carcinoma tumors with epithelial lineages, and 
mesenchymal tumor types with mesoderm-derived develop-
mental lineages all showed strong similarity (Fig. 2C).

The identification of expected relationships supported the 
notion that the observed correlations were due to underlying 
biological relationships and served as partial validation of 
the method. In order to further validate the observed cor-
relations, we used two approaches. In the first approach, we 
developed an optimized protocol for transcriptome sequenc-
ing from formalin-fixed, paraffin-embedded tissue (FFPE), 
sequenced the transcriptome for 40 tumors of known types, 
and compared similarity for developmental trajectories to 
TCGA. Comparison between the FFPE cohort and the TCGA 
cohort showed strong agreement (Supplementary Fig.  S2; 
average Spearman  ρ  =  0.69), validating the method in an 
independent sample set. In the second approach, we utilized 
a single-cell atlas of human fetal tissues cataloging later 
embryonic stages of mid-gestation development (17). We 

used a representative set of cells provided by the human 
atlas, correlated them with TCGA sample types, and com-
pared the results with those from the murine atlas. At 
least five of six TCGA sample-type clusters were observed 
when using human cells (Supplementary Fig. S3A). Further, 
when comparing orthologous lineages for similarity with 
TCGA, a strong agreement was obtained between murine 
and humans (Supplementary Fig.  S3B; Pearson correlation 
coefficient R = 0.78). Reproducibility of correlations between 
tumors and developmental trajectories across cohorts and 
species supported the idea that correlations were due to 
underlying biological relationships. We focused analysis on 
the MOCA dataset given its use of earlier developmental 
stages and relative completeness.

Developmental Time Map Differences between 
Tumors and Normal Tissue

For several tumor types, TCGA contains matched nor-
mal tissue, allowing tumor–normal comparison of devel-
opmental relationships (Fig.  2C; Supplementary Fig.  S4A 
and S4B; normal tissue and primary tumor). Normal and 
malignant tissue types from similar anatomic locations were 
more likely to be clustered with each other, consistent with 
previous observations that tumor expression data largely 
reflect cell type of origin (18). In general, normal tissues 
tended to have higher scores for vascular endothelial tra-
jectories, highlighting the abnormal vascularization associ-
ated with malignancy (19). Tumors characterized by strong 
inflammatory responses, such as bladder cancer (BLCA) and 
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Figure 2. (Continued) C, Heat map showing the scaled similarity between every developmental subtrajectory and each TCGA sample type. TCGA samples 
from normal tissue (NT; green), metastatic tumors (TM; gray), and primary tumors (TP; aqua) are indicated at the top. Main developmental trajectory types 
are defined by the MOCA dataset for each subtrajectory and shown on the left. Subtrajectory names are listed on the right. Hierarchical clustering of rows (tra-
jectories) and columns (sample types) is shown. PNS, peripheral nervous system. D, Neuronal progenitor cells are plotted according to their UMAP coordinates 
and colored according to their embryonic time point of isolation (left), similarity to normal brain samples (middle), or glioblastoma samples (right). Quantifica-
tion in Supplementary Fig. S4B. E, Pan-cancer comparison of tumor samples with normal samples for enrichment of the embryonic days from which their most 
similar developmental cells are derived (see Methods). Chi-square (χ2) testing P value is shown. F, Cumulative distribution plot of the normalized embryonic 
period score for all tumor and normal samples in TCGA is shown (see Methods). Kolmogorov–Smirnov testing P value is shown. TCGA code names: ACC, adreno-
cortical carcinoma; BLCA, bladder urothelial carcinoma; BRCA, breast invasive carcinoma; CESC, cervical squamous cell carcinoma and endocervical adeno-
carcinoma; CHOL, cholangiocarcinoma; COAD, colon adenocarcinoma; ESCA, esophageal carcinoma; GBM, glioblastoma multiforme; HNSC, head and neck 
squamous cell carcinoma; KICH, kidney chromophobe; KIRC, kidney renal clear cell carcinoma; KIRP, kidney renal papillary cell carcinoma; LAML, acute myeloid 
leukemia; LGG, brain lower grade glioma; LIHC, liver hepatocellular carcinoma; LUAD, lung adenocarcinoma; LUSC, lung squamous cell carcinoma; MESO, 
mesothelioma; OV, ovarian serous cystadenocarcinoma; PAAD, pancreatic adenocarcinoma; PCPG, pheochromocytoma and paraganglioma; PRAD, prostate 
adenocarcinoma; READ, rectum adenocarcinoma; SARC, sarcoma; SKCM, skin cutaneous melanoma; STAD, stomach adenocarcinoma; TGCT, testicular germ cell 
tumors; THCA, thyroid carcinoma; THYM, thymoma; UCEC, uterine corpus endometrial carcinoma; UCS, uterine carcinosarcoma; UVM, uveal melanoma.
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lung adenocarcinoma (LUAD), showed strong similarity with 
hematopoietic trajectories when compared with normal 
samples from the same tissues. Additionally, some tumor– 
normal comparisons showed a relative loss of differentiation 
programs upon malignant transformation, such as a reduc-
tion in hepatocyte lineage similarity in cholangiocarcinoma 
(CHOL) compared with normal gallbladder (Supplementary 
Fig. S4A), consistent with ideas of cancer as a disease of dedif-
ferentiation (20, 21).

To further define whether tumors were dedifferentiated 
compared with normal tissue, we utilized the fact that the 
MOCA study dissected the organogenesis process in mice over 
time, between E9.5 and E13.5. We assessed how relationships 
between samples and trajectories changed at different embry-
onic times when comparing tumor and normal tissue. First, 
we visualized cells from a MOCA developmental trajectory, 
such as the neuron progenitor trajectory, and their known 
embryonic time of origin (Fig. 2D, left). Next, we plotted simi-
larity scores for both glioblastoma and normal brain for each 
cell. Glioblastoma shows a high degree of similarity with neu-
ronal cells from all time points, whereas the normal brain is 
more similar to neuronal cells from later time points (Fig. 2D; 
Supplementary Fig.  S4B; P  <  2  ×  10−16 for all time points 
except E12.5). Next, we extended this analysis to a pan-cancer 
cohort comprising all TCGA tumor types for which normal 
and primary tumors were available (Supplementary Table S3). 
We identified a fixed number of MOCA cells with the highest 
positive correlation to each sample and noted the embryonic 
day at which they were isolated. This allowed us to compute 
enrichment for tumor or normal cells at each embryonic day 
using categoric testing (χ2; see Methods). We found a pan-
cancer enrichment for earlier embryonic periods in tumors 
compared with normal tissue (Fig.  2E; P  <  2.22  ×  10−16,  χ2 
test). Finally, for each sample, we grouped the known embry-
onic time periods of the most enriched MOCA cells by adding 
them together, allowing us to calculate an “embryonic period 
score.” Tumors were shifted toward a lower embryonic period 
score (Fig.  2F; P  <  1.4  ×  10−119 Kolmogorov–Smirnov test), 
providing pan-cancer confirmation that tumors represented 
dedifferentiation compared with NT.

Interestingly, tumor–normal comparisons also revealed 
unexpected or emerging relationships. Recently, some epithe-
lial-derived tumors such as LUAD have been noted to change 
their phenotypic characteristics in favor of parallel develop-
mental pathways (22, 23). The lung bud develops from the 
anterior foregut in embryonic week 3. We observed that lung-
derived tumors [LUAD and lung squamous cell carcinoma 
(LUSC)] showed strong similarity with gut-derived trajecto-
ries, such as stomach and midgut/hindgut, and contrasted 
with normal lung tissue that did not show these similarities 
(Fig. 2C; Supplementary Fig. S4A). Therefore, this may repre-
sent reexpression of an earlier embryonic developmental pro-
gram in these tumors. Additionally, glioblastomas represent 
a particularly heterogeneous tumor, with the exact cell type(s) 
of origin and their contributions to pathogenesis relatively 
unclear (24–26). Our analysis noted a strong correlation of 
glioblastomas with both main developmental trajectories, 
neural tube notochord and neural crest peripheral nervous 
system neuron, whereas other main trajectory lineages did 
not show such strong similarity (Fig. 2C). This relationship 

was supported by a correlation between glioblastomas and 
the analogous human cell types (Supplementary Fig.  S3A). 
Thus, a systematic comparison between tumors and develop-
mental trajectories revealed many specific relationships with 
both expected and emerging insights.

Deconvolution of Tumor Transcriptomes into 
Component Developmental Trajectories

The creation of a correlation map between TCGA sam-
ples and developmental trajectories inspired us to attempt 
a systematic developmental deconvolution of human tumor 
gene expression. In deconvolution, a recorded signal (bulk 
gene expression) made of component parts (developmental 
programs) is deconstructed into individual signals from each 
component (trajectories at embryonic time points). We used 
developmental components (DC), a single quantitative meas-
ure of each developmental subtrajectory at each time point, 
to represent the developmental information for every TCGA 
sample (Supplementary Table S4; Methods). DCs were scaled 
across all tumor samples and charted on radar plots, which 
represent information about the developmental period, subt-
rajectory, and DC score for each sample. A schematic for this 
plot is shown in Fig. 3A (Supplementary Fig. S5).

To understand how developmental signals from different 
cell types appeared on the radar plots, we analyzed data from 
available scRNA-seq studies of human tumors. Altogether, we 
analyzed data from scRNA-seq studies of 13 different tumor 
types representing 237 patients (26–38). First, we considered 
the deconvoluted signal from one cell of a known type. For 
example, the deconvolution of a single T cell gave a strong 
signal for white blood cell subtrajectory, which was a part 
of the hematopoietic main trajectory (Fig.  3B). Comparing 
signals from multiple T cells (Fig.  3B; Supplementary Figs. 
S6A and S6B and S7A) showed fairly consistent scores for 
subtrajectories across different T cells. In contrast, signals 
for fibroblasts were distinct from T-cell signals and showed 
enrichment for the mesenchymal subtrajectories intermedi-
ate mesoderm and limb mesenchyme (Fig.  3B). Similarly, 
fibroblast signals were also consistent cell to cell when com-
pared with other fibroblasts (Fig.  3B; Supplementary Figs. 
S6B and S7A). We examined a variety of annotated normal 
cell types from all 13 scRNA-seq studies, finding each normal 
cell type consistent in its developmental signals but distinct 
from each other (Supplementary Figs. S6B and S7B).

Next, we examined how these signals would combine in the 
radar plot of one tumor. First, we aggregated the annotated 
normal cells for a LIHC sample and visualized their signals 
on the radar plot (Fig. 3C, top left). We did the same for the 
annotated malignant cells (Fig.  3C, top right), noting that 
malignant cells showed different DC scores for many trajec-
tories when compared with normal cells, with higher signal 
for hepatic trajectories and lower signal for endothelial trajec-
tories. We deconvoluted the combined gene expression of all 
single cells from this tumor (Fig. 3C, bottom) and compared 
it with the deconvolution of one bulk-sequenced TCGA hepa-
tocellular carcinoma sample (Fig. 3D). Deconvolution of the 
bulk-sequenced tumor showed strong similarity to the aggre-
gated signals from the scRNA-seq–sequenced tumor, sug-
gesting that developmental deconvolution captured relevant 
signals from both malignant cells and admixed normal cells.
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Figure 3.  Developmental deconvolution captures signals from normal and malignant cells. A, Illustration of radar plots for depicting results of devel-
opmental deconvolution. Multiple layers of information are present. For each sample, a deconvolution score is generated for each developmental subt-
rajectory (#3) at each embryonic time point (#1) for a total of 214 scores (DCs). Scores are represented as the distance from the center in the innermost 
circle. The main trajectory (#2) of each subtrajectory is also indicated and colored, as is the relative number of samples showing each signal within each 
radar plot or figure panel (#4, purple to yellow). See Supplementary Fig. S5 for subtrajectory order. PNS, peripheral nervous system. B, Results of devel-
opmental deconvolution performed on one T cell or fibroblast cell from scRNA-seq (left) or the aggregated signal from 1,000 single cells (right). C, For 
one LIHC sequenced by scRNA-seq, the signals for all aggregated normal (nonmalignant) and malignant cells are shown. D, Developmental deconvolution 
of one bulk-sequenced liver hepatocellular tumor is shown for comparison.
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Developmental Deconvolution of Different Tumor 
Types Yields Distinct Profiles

In the developmental deconvolution of a TCGA bulk-
sequenced hepatocellular carcinoma, we appreciated a strong 
enrichment in signal for hepatic trajectories, low signal for 
neuronal and mesenchymal trajectories, and limited signal 
for hematopoietic and endothelial trajectories (Fig. 3D). This 
pattern extended to additional hepatocellular carcinoma sam-
ples (Supplementary Fig. S8A). However, differences were also 
noted among LIHC samples, particularly in deconvolution 
scores for endothelial trajectories. This may reflect differing 
degrees of tumor vascularization captured through decon-
volution and reflected in the DC scores for these trajectories.

We plotted the signal across all TCGA hepatocellular carci-
noma samples in a single radar plot (Fig. 4A). LIHC samples 
were characterized by elevated scores in hepatic trajectories 
and depletion in neuronal trajectories. In contrast, LGG 

(Fig.  4B) showed high signal for neuronal trajectories and 
low signal for hepatic trajectories, consistent with prior cor-
relation analysis (Fig. 2B). Although LGG did not show much 
sample-to-sample variation in endothelial DCs, perhaps 
reflecting that these tumors are not well vascularized, they 
did show variable deconvolution into neuronal trajectories 
(Supplementary Fig. S8B). This may reflect differences in the 
anatomic location in the brain from which each tumor was 
isolated or could reflect patient heterogeneity in the precise 
developmental context in which each tumor arose. Other 
tumor types showed distinct but specific patterns, such as 
pancreatic adenocarcinomas (PAAD), which had high DC 
scores in epithelial trajectories (Fig. 4C). Radar plots for each 
tumor type are shown in Supplementary Fig. S9.

Many tumor types are known to be infiltrated by immune 
cells, and the degree of infiltration for each patient can serve 
as a predictive biomarker for immune-targeted therapies. 
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Figure 4.  Developmental deconvolution of tumor samples. A, Radar plot showing the developmental deconvolution signals for all TCGA hepatocel-
lular carcinoma samples. B, Radar plot showing deconvolution signals for all LGG samples. C, Radar plot showing deconvolution signals for all pancreatic 
adenocarcinoma (PAAD) samples. D, An immune infiltrate score (“immunoscore”) was calculated for each TCGA tumor sample as the sum of deconvolution 
scores for relevant trajectories. The distribution of scores for each TCGA tumor type is shown (box plot center median, box edges 25th to 75th percen-
tiles). (continued on next page)
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As our method captured admixed immune cells in tumor 
samples (Fig. 3; Supplementary Figs. S6 and S7), we analyzed 
the extent to which each tumor sample showed immune infil-
tration. We calculated an immune infiltration score as the 
sum of DCs for immune-related developmental lineages and 
plotted the distribution of these scores for each tumor type 
(Fig.  4D, “immunoscore”). As expected, some tumor types 
showed high immune infiltration. More interestingly, in 
some cases, the variance among samples of a particular tumor 
type was not uniform. For example, adrenal cortical carcino-
mas (ACC) showed moderately strong scores but with low 
sample-to-sample variation, whereas endometrial carcino-
mas [uterine corpus endometrial carcinoma (UCEC)] showed 
lower average scores but with higher sample-to-sample vari-
ation (Fig.  4D, compare median and distribution of violin 
plots). Other tumor types with known variation in immune 
infiltration across patients, such as bladder cancer [bladder 
urothelial carcinoma (BLCA)] and LUAD, also showed high 
variance in the immune infiltration score. This indicated 
that developmental deconvolution captured the degree of 
immune infiltration in each sample, and that signals for such 
infiltration were not uniform across the tumor repertoire.

Together, these analyses suggested developmental deconvo-
lution was effective at separating different tumor types from 
one another. To confirm this, we plotted DC scores across all 
TCGA samples using UMAP dimensional reduction (214 DC 
scores inputted per sample; Methods), annotating by tumor 

type (TCGA code, Fig. 4E and Supplementary Fig. S10) and by 
tissue type (normal, primary tumor, metastases; Fig. 4F). Nor-
mal tissue and primary tumor were spread throughout the 
plot and were clustered largely according to tissue of origin. 
Further, although most tumor types were strongly clustered 
(e.g., LIHC, light gray, and LGG, medium blue, Fig.  4E and 
Supplementary Fig. S10), some tumor types [e.g., breast inva-
sive carcinoma (BRCA), magenta] spread throughout the plot. 
Collectively, this suggested that the TCGA–MOCA correlation 
mapping could be used to deconvolute tumor gene expression 
into DCs in a manner that resolved most tumor types.

Construction of the D-MLP Classifier for Cancer 
Type Prediction

The ability to resolve different tumor types by developmen-
tal deconvolution raised the possibility of designing a super-
vised machine learning (SML) model to classify malignancies. 
Previously, SML approaches have been applied to gene expres-
sion data but have been limited by difficulties with model 
overfitting due to the high dimensionality of the transcrip-
tome (∼22,000 protein-coding genes; refs. 39, 40). To avoid 
these issues, some studies have selected small gene subsets (41, 
42), but this compromises accuracy and predictive power. We 
reasoned a classifier based on developmental deconvolution 
scores would extract the most relevant data from gene expres-
sion in the form of embryologic development programs dys-
regulated in tumors (Fig. 5A). After literature mining (43) and 

Figure 4. (Continued) E, UMAP dimensionality reduction was performed on the 214 developmental deconvolution scores for each TCGA sample and 
plotted. Tumor type is indicated. See also Supplementary Fig. S10 for each tumor type colored separately. F, Identical to E, but each sample is colored by 
sample type (normal, primary tumor, and metastasis). TCGA code names: ACC, adrenocortical carcinoma; BLCA, bladder urothelial carcinoma; BRCA, breast 
invasive carcinoma; CESC, cervical squamous cell carcinoma and endocervical adenocarcinoma; CHOL, cholangiocarcinoma; COAD, colon adenocarcinoma; 
DLBC, lymphoid neoplasm diffuse large B-cell lymphoma; ESCA, esophageal carcinoma; GBM, glioblastoma multiforme; HNSC, head and neck squamous 
cell carcinoma; KICH, kidney chromophobe; KIRC, kidney renal clear cell carcinoma; KIRP, kidney renal papillary cell carcinoma; LAML, acute myeloid 
leukemia; LGG, brain lower grade glioma; LIHC, liver hepatocellular carcinoma; LUAD, lung adenocarcinoma; LUSC, lung squamous cell carcinoma; MESO, 
mesothelioma; OV, ovarian serous cystadenocarcinoma; PAAD, pancreatic adenocarcinoma; PCPG, pheochromocytoma and paraganglioma; PRAD, prostate 
adenocarcinoma; READ, rectum adenocarcinoma; SARC, sarcoma; SKCM, skin cutaneous melanoma; STAD, stomach adenocarcinoma; TGCT, testicular germ 
cell tumors; THCA, thyroid carcinoma; THYM, thymoma; UCEC, uterine corpus endometrial carcinoma; UCS, uterine carcinosarcoma; UVM, uveal melanoma.
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Figure 5.  Construction and testing of the D-MLP classifier for tumor type. A, Schematic for classifier construction and testing. The D-MLP classifier 
uses developmental deconvolution scores calculated as the similarity of each tumor’s gene expression to embryologic developmental trajectories as 
input. Comparison is made against benchmark classifiers that use gene expression data directly. B, Parameter optimization and model training. The full 
cohort contains samples from multiple cancer studies (TCGA, BEATAML1.0, CGCI-BLGSP, CTSP-DLBCL1, MMRF CoMMpass, CPTAC, and TARGET). Of the 
full cohort (11,744 samples), (i) 70% of cases were sampled, 60% for training and 10% for validation, in hyperparameter optimization using a 10-fold 
cross-validation approach to construct the classifier, and (ii) 30% of cases were held out and never seen by the model during training or optimization 
(test set). The model was assessed in these cases to gauge performance. C, Classifier accuracy (concordance) measured against the test set and number 
of samples is shown for all TCGA tumor types. D, Microaveraged ROC plotting the true-positive rate (also known as recall) as a function of false-positive 
rate for classifier performance for the top prediction. D-MLP classifier performance (blue line) and random guess performance (dashed gray line) are 
shown. ROC-AUC for the top prediction was calculated as 0.974 ± 0.003. Also shown are ROC performance curves for benchmark classifiers trained 
on either the most highly variable genes in expression across the training cohort (“highly variable genes,” light gray, ROC-AUC: 0.859; 95% confidence 
interval, 0.829–0.976) or expression of a panel of genes tested in routine clinical assays at our institution (“clinical oncopanel genes,” dark gray, ROC-
AUC: 0.836; 95% confidence interval, 0.828–0.975). E, Precision (positive predictive value) versus recall (true positive rate) performance characteristics 
for D-MLP for each TCGA tumor type. Note CHOL and mesothelioma (MESO), are omitted as the positive predictive value is undefined for these tumors. 
(continued on next page)
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testing different approaches, we decided on a multilayer per-
ceptron due to its ability to simultaneously perform feature 
extraction and classification. This class of SML algorithms 
relies on artificial neurons, or threshold logic units, organized 
in three classes of layers (input, hidden, and output) and takes 
advantage of back propagation to increase accuracy.

First, we expanded our cohort beyond TCGA by incorpor
ating tumor transcriptome samples from other cancer  
cohorts (BEATAML1.0, CGCI-BLGSP, CTSP-DLBCL1, MMRF 
CoMMpass, CPTAC, and TARGET; refs. 44–48) and FFPE 
(Supplementary Fig.  S2). To incorporate different studies 
together, we merged subclasses for specific tumors into main 
classes (Methods), leaving 27 diagnostic categories. This 
enlarged cohort (11,744 samples; Supplementary Table  S5) 
allowed us to increase sample size using data gathered by 
different sources. Next, we divided samples into two separate 
cohorts: a cohort (70% of total, n = 8,209) used to construct 
the model and a separate cohort (30% of total, n = 3,535) that 
was never seen by the model during training or optimization 
and was used later to test performance (Fig. 5B). After divid-
ing the dataset, we used the first cohort for hyperparameter 
optimization using a grid search and 10-fold cross-validation 
approach (see Methods). The final architecture was trained 
and validated 10 times, each time drawing from only the first 
cohort (60%, n  =  7,037 for training with 10%, n  =  1,172 for 
validation each iteration; Fig. 5B).

When trained on developmental deconvolution scores (214 
per sample), the D-MLP classifier reached an overall “top1” 

prediction concordance of 73% and “top3” prediction concor
dance of 90% (Fig. 5C). For many tumor categories [e.g., glio
blastoma multiforme + brain lower grade glioma (GBMLGG),  
acute myeloid leukemia (LAML), lymphoid neoplasm dif-
fuse large B-cell lymphoma (DLBC), PCPG, KICH + kid-
ney renal clear cell carcinoma (KIRC) + KIRP (KIDNEY), 
and sarcoma (SARC)], concordance rates of 92% to 100% 
were observed (Fig. 5C). Interestingly, BRCA tumors showed 
high concordance despite being spread across developmen-
tal deconvolution (Supplementary Fig.  S10), suggesting 
the D-MLP classifier was capturing information not readily 
apparent from deconvolution alone. Overall, 24 of 27 tumor 
types were classified with a higher degree of concordance than 
by chance. Lower concordance rates were obtained for some 
tumors [e.g., colon adenocarcinoma + rectum adenocarci-
noma (COADREAD), head and neck squamous cell carcinoma 
(HNSC), aggregated LUAD and LUSC (LUNG), and esopha-
geal carcinoma (ESCA) + stomach adenocarcinoma (STAD), 
or STES], and very poor results were obtained for CHOL, 
uterine carcinosarcoma (UCS), and mesothelioma (MESO; 
Fig. 5C; Supplementary Fig. S11). Poor CHOL classification 
may be due to the lack of development of a distinct gallblad-
der in rodents (49), with no trajectory for this cell type in 
the MOCA data, poor UCS classification due to few training 
samples, and poor MESO classification due to mesothelioma 
arising from toxin exposure (asbestos) with no developmental 
signature. ROC characteristics for classifier performance were 
strong, with an ROC-AUC of 0.9740 (microaveraged method 
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Figure 5. (Continued) F, Sankey plot showing classifier results for the top tumor type prediction for all samples (n = 3,535). G, Sankey plot show-
ing the results for discordant classifications (n = 1,006) for top predictions. ACC, adrenocortical carcinoma; BLCA, bladder urothelial carcinoma; BRCA, 
breast invasive carcinoma; CESC, cervical squamous cell carcinoma and endocervical adenocarcinoma; CHOL, cholangiocarcinoma; COADREAD, colon 
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for top prediction, 95% confidence interval 0.971–0.977; 
Fig.  5D) and with high precision (positive predictive value) 
and recall (true-positive rate) for most tumor types (Fig. 5E), 
together validating D-MLP effectiveness.

As further validation, we applied D-MLP to annotated 
malignant cells from scRNA-seq studies. D-MLP had an 
overall high performance on these cells, with an ROC-AUC 
of 0.859 (95% confidence interval, 0.826–0.890), confirming 
its high accuracy on another sample set (Supplementary 
Fig.  S12A). As noted, tumors are composed of malignant 
cells admixed with normal stroma. To determine how tumor 
purity affected classification, we generated in silico mixes 
between malignant cells and normal cells. We combined 
known ratios of these cells from scRNA-seq, summed their 
gene expression counts, performed developmental deconvo-
lution, and classified mixes using D-MLP. For simulated sam-
ples with >20% tumor purity, we found retention of relatively 
high accuracy, with an ROC-AUC of 0.787 (95% confidence 
interval, 0.751–0.826) or better. High performance on many 
tumor types for the more sparsely sampled scRNA-seq data 
lent confidence to the robustness of the approach. We supple-
mented this analysis using analogous in silico tumor–normal 
mixes from our bulk-sequenced cohort, selecting high purity 
tumors with matched patient normal samples. Similar to 
analysis using single cells, samples with >20% tumor purity 
showed high performance as measured by ROC-AUC and 
classification accuracy (Supplementary Fig. S12B).

Next, we compared our developmental deconvolution 
approach with benchmark classifiers trained directly on gene 
expression data. First, we selected the most variably expressed 
genes across all samples, reasoning that variably expressed 
genes should have the strongest power to resolve tumor sam-
ples from one another. We used the 214 most variable genes 
to match feature counts with D-MLP, trained a new classifier 
with reoptimized weights, and evaluated its performance 
on the test set. This classifier (highly variable genes) per-
formed with an ROC-AUC of 0.859 (95% confidence interval, 
0.829–0.976; Fig. 5C and Supplementary Fig. S13A and S13B) 
under D-MLP performance on the bulk-sequenced cohort. 
Second, we selected a panel of 214 genes tested in diagnostic 
clinical assays at our institution (e.g., EGFR, MYC, KRAS; see 
Methods for details), trained a new classifier with reopti-
mized weights, and evaluated its performance. This classifier 
(clinical oncopanel genes) performed with an ROC-AUC of 
0.836 (95% confidence interval, 0.828–0.975; Fig.  5C and 
Supplementary Fig.  S13C and S13D), again under D-MLP 
performance on the test set. Additionally, these benchmark 
classifier approaches had lower overall accuracy. We conclude 
that developmental deconvolution yields higher accuracy 
classification than training directly on gene expression data 
for similar numbers of input features.

Analysis of Discordant D-MLP Predictions
In principle, discordant predictions could arise from clas-

sifier inaccuracy, false-positive associations, or additional 
developmental information. Tumor sampling could include 
nearby tissue, tumors might share previously unappreci-
ated developmental connections, or tumors classified as 
one histopathologic entity might contain heterogeneity 
between samples in their developmental origins. To assess 

these possibilities, we examined discordant classification 
relationships among tumors (Fig. 5F and G; Supplementary 
Fig. S11). The adrenal gland rests on top of the kidney within 
the retroperitoneum. We noted that ACC was often discor-
dantly classified as kidney (12%) or as an adrenal medulla 
tumor (9%, PCPG). Other examples pointed to tumor hetero-
geneity. For example, both lung and breast adenocarcinomas 
are epithelial tumors, both normal tissues are formed by 
the interaction of ectodermal and mesodermal elements, 
and both normal tissues continue remodeling into young 
adulthood (50, 51). We found breast and lung tumors were 
commonly discordantly classified as each other (Fig. 5F) and 
shared striking heterogeneity in their signal for epidermis 
and branchial arch developmental trajectories across sam-
ples (Supplementary Fig.  S14A). Analysis of classifier pre-
dictions showed many discordantly classified samples were 
close to each other in prediction (Supplementary Fig. S14B), 
fitting with a model where underlying heterogeneity con-
tributed to discordant classifications. In general, concordant 
predictions reflected known cancer biology, whereas discord-
ant ones reflected less well-understood connections between 
tumor types or developmental heterogeneity within tumors.

Classification of Cancer of Unknown Primary
CUP remains a major clinical problem. Of patients who 

present to the clinic with CUP, a fraction of diagnoses are 
resolved using hematoxylin and eosin staining (H&E), a 
process that can be aided by machine learning tools that rely 
on image inputs (5). An additional fraction of diagnoses are 
resolved using IHC and tumor mutation profiling (Fig. 6A). 
However, a portion of cases fail all currently available modali-
ties and remain true diagnostic dilemmas in need of new 
approaches (Fig. 6A, far right). In our experience, ∼1% of all 
patient tumors fell into this category at our institution from 
2015 to 2021 (Methods). Given the often high-grade, dedif-
ferentiated appearance of these tumors, we reasoned develop-
mental mapping might provide a new diagnostic approach to 
determining their origins and could provide a classification. 
We gathered a cohort of 52 such cases representing the most 
challenging diagnostic dilemmas seen at our institution.

First, we sequenced their transcriptomes and performed 
developmental deconvolution. Interestingly, developmental 
deconvolution of CUPs yielded four major clusters character-
ized by enrichment for different main trajectories (Fig.  6B 
shows all trajectories and Supplementary Fig.  S15A shows 
enriched trajectories; clusters are numbered left to right): 
endothelial and hematopoietic (cluster 1), neural tube noto-
chord and hematopoiesis (cluster 2), endothelial and mes-
enchymal (cluster 3), and mesenchymal and neural tube 
notochord (cluster 4). Next, we applied D-MLP to each 
CUP case. The classifier made diagnostic predictions for all 
patients (Fig.  6B, bottom). Intriguingly, we noted relation-
ships between developmental information and D-MLP pre-
diction for CUPs. Cluster 1 was enriched for BRCA, cluster 
2 was not enriched for any particular classification, cluster 3 
was enriched for SARC, and cluster 4 was enriched for GBM-
LGG (Supplementary Fig.  S15B). Together, this suggested 
that some CUPs could be resolved by transcriptomic profil-
ing, whereas other CUPs may express overlapping develop-
mental programs or be truly dedifferentiated.
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If available clinically, this developmental information could 
have supplemented diagnostic decision-making. For example, 
case MGH058 was a 66-year-old female with a history of breast 
cancer who presented with peritoneal ascites. Fluid was drained 
and examined by cytology, revealing high-grade features 
(nuclear pleiomorphism, mitotic figures) on H&E (Fig.  6C). 
IHC stains were negative for breast markers (mammaglobin-A 
“SCGB2A2,” estrogen receptor “ESR1/2”), lung marker TTF1, 
and melanoma marker SOX10, positive for epithelial markers 
(keratin, type II cytoskeletal 7, or “KRT7”), and variable/weakly 
positive for genitourinary origin (PAX8; Fig.  6C). Molecular 
profiling was positive for variants in RB1 and TP53. This left 
a very large differential diagnosis with no further tools to nar-
row it. Analyzing cells from ascites, the D-MLP classifier gave 
a strong prediction of ovarian cancer for this case. Six months 
later, and after extensive additional clinical workup, the patient 
was found to have a mass proven to be ovarian serous carci-
noma. We conclude that deep learning classifiers based on 
developmental deconvolution could serve as a useful adjunct, 
impacting diagnosis and clinical decision-making.

DISCUSSION
Our analysis compared TCGA tumor samples and MOCA 

single-cell data to construct a developmental map of human 
tumors, systematically quantifying parallels between cancer 
biology and developmental programs. We used this map to 
deconvolute tumors into DCs, which in turn allowed us to 
construct a D-MLP classifier capable of high-accuracy tumor 
type prediction. Together, this constitutes a proof of prin-
ciple for how the integration of developmental and tumor 
signatures can be used to aid in clarifying the diagnoses of 
otherwise unclassified tumor entities.

Many clinical cases remain diagnostic challenges, and 
although image-based tools have shown great promise in nar-
rowing differentials, they rely on visual input. Gene expression 
has the potential to add orthogonal information, but gener-
ating models with true predictive power has been difficult, 
owing to the challenge in extracting the most relevant infor-
mation. Our approach used developmental trajectories to 
dimensionally reduce gene expression data. Projecting tumor 
data onto axes of reduced dimensionality defined through 

developmental programs, instead of defined through gene 
expression, increased the accuracy of classification. Another 
benefit of a developmental approach is that this focus can 
reveal new tumor biology or new tumor classification schemes. 
Based on developmental profiling, we identified four putative 
clusters of CUPs, which could form the basis of a classification 
scheme for these tumors. Assembling a larger multi-institu-
tional cohort will allow validation of these categories and may 
allow the identification of marker genes that could be used to 
separate them.

However, although powerful, our approach has drawbacks. 
Not all information germane to tumor classification is develop-
mentally related, leading to inaccuracy. Additionally, although 
the correlation between TCGA and MOCA showed a strong 
signal compared with shuffled controls, we cannot formally 
exclude that noise contributes to classification inaccuracies or 
leads to false-positive associations. Ultimately, careful experi-
mental validation of novel associations using disease-focused 
cohorts and cancer model systems will be needed. Another 
limitation is that the current reference dataset was taken from 
a different species (Mus musculus), as this was the largest single-
cell developmental reference atlas available at the time of study 
capturing developmental periods when adult mammalian line-
ages are specified. Although mice have proven useful models 
for human cancer, it will be of great interest to construct new 
classifiers using human single-cell datasets, particularly those 
focusing on earlier fetal development, such as may emerge 
from the Human Cell Atlas. The approach described here will 
generalize to such datasets as they become available.

The approach in the present study focused on broad catego-
ries of malignancies. Yet many current diagnostic dilemmas 
in pathology focus on distinguishing different entities within 
one tissue type rather than distinguishing different tissue 
types from one another. New classifiers, trained on extensive 
datasets within one tissue type, may be able to distinguish 
these entities on the basis of their development. Our compari-
sons suggested underlying differences in developmental com-
ponents between tumor and normal tissue. Classifiers focused 
on distinguishing benign entities from malignant ones would 
be of great use in pathology, especially in histopathologic 
gray zone cases, as clinical management decisions often turn 
on whether an entity is classified as benign or malignant. 

Figure 6.  Diagnosis of CUP by a D-MLP classifier. A, Patients present clinically with CUP. Some cases are solved by H&E examination of tissue. 
Additional cases are solved by IHC stains that mark particular tissue types and by molecular techniques (MDX) such as mutation profiling. However, a 
subset of CUP remains undiagnosed with no primary site assigned after all available techniques. We applied D-MLP to a cohort of 52 such cases from our 
institution. B, Top, the developmental deconvolution profile of each CUP case is shown by plotting DC scores. Trajectories are arranged top to bottom, as 
they are shown counterclockwise on radar plots (Fig. 3; Supplementary Fig. S5), and colors for main trajectories are as in Figs. 2–5. See Supplementary 
Fig. S15A for a plot of differential trajectories. Bottom, D-MLP classifier predictions for 52 CUP cases. Note higher confidence predictions are weighted 
in coloration (dark green). Colors for tumor types are as in Figs. 2–5. PNS, peripheral nervous system. C, Case MGH058 is highlighted for further con-
sideration. A 66-year-old female with a history of breast cancer presented with ascites fluid accumulation. Fluid was drained and assessed by standard 
cytologic/histopathologic workup. Stains are shown for H&E (morphology), mammaglobin-A (SCG2A2, breast cancer), estrogen receptor (ESR1/2, 
breast cancer), TTF1 (lung), SOX10 (melanoma), keratin, type II cytoskeletal 7 (KRT7, epithelial origin), and PAX8 (broad marker, primarily genitourinary), 
which ruled out breast cancer but left a broad differential diagnosis encompassing genitourinary (GU), gynecologic (GYN), and some gastrointestinal 
(GI) malignancies. D-MLP classifier gave a strong prediction of ovarian cancer for this patient’s ascites. Six months later, after extensive workup, the 
patient underwent bilateral salpingo-oophorectomy and was found to have a mass (pictured) identified as ovarian serous carcinoma. ACC, adrenocortical 
carcinoma; BLCA, bladder urothelial carcinoma; BRCA, breast invasive carcinoma; CESC, cervical squamous cell carcinoma and endocervical adenocarci-
noma; CHOL, cholangiocarcinoma; COADREAD, colon adenocarcinoma (COAD) + rectum adenocarcinoma (READ); DLBC, lymphoid neoplasm diffuse large 
B-cell lymphoma; GBMLGG, glioblastoma multiforme (GBM) + brain lower grade glioma (LGG); HNSC, head and neck squamous cell carcinoma; KIDNEY, 
kidney chromophobe (KICH) + kidney renal clear cell carcinoma (KIRC) + kidney renal papillary cell carcinoma (KIRP); LAML, acute myeloid leukemia; LIHC, 
liver hepatocellular carcinoma; LUNG, lung adenocarcinoma (LUAD) and lung squamous cell carcinoma (LUSC); MESO, mesothelioma; OV, ovarian serous 
cystadenocarcinoma; PAAD, pancreatic adenocarcinoma; PCPG, pheochromocytoma and paraganglioma; PRAD, prostate adenocarcinoma; SARC, sarcoma; 
SKCM, skin cutaneous melanoma; STES, esophageal carcinoma (ESCA) + stomach adenocarcinoma (STAD); TGCT, testicular germ cell tumors; THCA, 
thyroid carcinoma;  THYM, thymoma; UCEC, uterine corpus endometrial carcinoma; UCS, uterine carcinosarcoma; UVM, uveal melanoma.
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In TCGA, not all patients have normal samples matched to 
tumor, and thus TCGA may not adequately represent unaf-
fected regions of all patients. As larger cohorts of normal 
samples become available, these will boost diagnostic accuracy 
when used as reference datasets for classifiers that focus on 
distinguishing benign from malignant entities.

One challenge in building deep machine learning classifiers 
for CUPs, especially for the most challenging cases, is that 
no current gold standard exists against which to compare 
predictions. Perhaps a combination of models, such as those 
that analyze both imaging data and molecular features, will 
prove to be most useful in achieving precision cancer care. 
Ultimately, prospective studies will need to be done to dem-
onstrate the benefit of machine learning approaches. The 
results presented here give a developmental map of human 
tumors and suggest a new tool for decreasing diagnostic 
uncertainty in pathology with implications for the diagnostic 
classification of cancer.

METHODS
Data Gathering and Sample Cohorts

MOCA.  The expression profile and meta information of cells 
analyzed in ref. 15 RNA-seq (gene_count_cleaned.RDS) and anno-
tation (cell_annotation.csv) data were manually downloaded from 
https://oncoscape.v3.sttrcancer.org/atlas.gs.washington.edu.mouse.
rna/downloads. For this study, we used the expression data of the 
1,331,984 high-quality cells defined in the MOCA study. Briefly, 
MOCA study filtering criteria were as follows: Cells with less than 
400 detected mRNA molecules were removed, all detected doublet 
cells were removed, and all cells from doublet-derived subclusters 
were removed. In the MOCA study, the authors identified 10 main 
trajectories and 56 subtrajectories, which were noncontinuous, 
based on transcriptional similarities between the analyzed cells and 
literature-curated marker genes. Further information is available in 
the MOCA annotation file (15).

TCGA.  The coding gene expression profile (RNAseqV2_RSEM_
genes_normalized_data_Level_3) and clinical information (Merge_ 
Clinical.Level_1.2016012800.0.0) of TCGA samples (release 2016_ 
02_28) were systematically downloaded using the firehose_get v 0.4.1 
tool, from the Broad TCGA GDAC site (https://gdac.broadinstitute.
org/). This contains the data and the analytic categories used by the  
TCGA consortium, including for aggregating data for the following  
tumor types: COADREAD, GBMLGG, KIDNEY, and STES. The 
authors created LUNG by aggregating LUAD and LUSC as in 
ref. 52.

NON-TCGA Sample Cohorts.  The “NON-TCGA” cohort refers 
to samples obtained from various cancer studies, for which gene 
expression profiles and clinical information were retrieved from 
the Genomic Data Commons Data Portal (https://portal.gdc.cancer.
gov/). The full list of samples and relative studies used is given in 
Supplementary Table S5, and their conversion to 27 TCGA diagnos-
tic categories for purposes of classification is given in Supplementary 
Table S6. Merging of TCGA categories allowed the incorporation of 
the maximum number of non-TCGA samples into this study, as non-
TCGA studies used slightly different diagnostic categories.

Massachusetts General Hospital Sample Cohort.  Samples from 
FFPE tissues were chosen from cases seen in the Center for Inte-
grated Diagnostics in the Department of Pathology at Massachusetts 
General Hospital (MGH) either with known diagnosis (33 cases) or as 

CUP (52 cases). Total nucleic acid was isolated from six scraped blank 
slides using clinically validated protocols. At MGH, over the period 
from 2015 to 2021, 34,782 tumors were seen as reported by our 
institution to reporting agencies. Of these, 261 tumors (=0.7%) never 
received a primary site through their final diagnosis, as estimated by 
case coding. Fifty-two of these cases were retrievable with extracted 
nucleic acid for further testing by the developmental deconvolution 
classifier, and their analysis is the subject of Fig. 6.

Single-Cell Cancer Studies.  We used the expression profile of 
normal and malignant single cells from 13 tumor types across 
17 different studies. The list of studies is given in Supplementary 
Table S3. All of the above studies were used to generate the pseu-
dobulk cohorts used to test how purity affects D-MLP prediction 
as seen in Supplementary Figs. S7B and S12A. Studies #2, #3, 
#8, #10, and #11 (Supplementary Table S3) were used for testing 
developmental deconvolution at the single-cell level as seen in 
Fig. 3B and Supplementary Fig. S7A. Study #7 was used in Fig. 3C. 
Filtered, quality-controlled expression data and metadata for the 
cells used in the study were downloaded from the Curated Cancer 
Cell Atlas 3CA website (https://www.weizmann.ac.il/sites/3CA/) as 
cited in ref. 52.

Human Fetal Organs Single-Cell Dataset.  Expression data of 
377,456 single cells from 15 human fetal organs (HFO; gene_count_
sampled.RDS) and relative meta data (df_cell.RDS) were downloaded 
from https://descartes.brotmanbaty.org/bbi/human-gene-expression-
during-development/ as cited in ref. 17.

Cancer Single-Cell Sequencing Studies  
Data Processing

From the 17 studies representing 13 different tumor types, we cre-
ated the following subcohorts:

1.	 For each of the 205 patients representing 13 different tumor 
types, we aggregated weighted sum counts of each normal and 
malignant cell population together (see the next section, “In silico 
generation of tumor–normal mixed sample cohort,” for details). 
This cohort was used to test the D-MLP accuracy at various 
tumor purity levels.

2.	 Ten of the most abundant nonmalignant cell types were selected 
from the single-cell sample cohort. For each patient that had 
at least one of the selected cell types, the expression counts of 
all cells of the same cell type were summed together to create a  
per–cell type, per-patient, pseudobulk expression profile for a 
total of 860 samples. This cohort was used to test the overall 
capability of developmental deconvolution to separate differ-
ent normal cell types as seen in Supplementary Figs. S6B and 
S7B. The data of this cohort can be found in the following files:  
normal_pseudobulk_meta.csv, normal_pseudobulk_dc.csv, and  
data_fig7b.rsave.

3.	 From a random cohort of 10 patients [two of each of the follow-
ing tumor types: BRCA, COADREAD, LUNG, ovarian serous 
cystadenocarcinoma (OV), and PAAD], 100 random T cells 
and 100 random fibroblasts were chosen from each, forming a 
total of 2,000 individual unique single cells (1,000 T cells and 
1,000 fibroblasts). These were then used to test the quality of 
the developmental deconvolution on isolated cells as shown in 
Fig. 3B and Supplementary Figs. S6A and S7A. The files of this 
cohort can be found in data_fig3bc_fs6a_fs7a.rsave.

4.	 All the malignant and nonmalignant cells from two LIHC sam-
ples were individually correlated with the MOCA dataset to test 
the effect of normal and malignant cell compartments on DC 
profiles of an aggregated sample as shown in Fig. 3C. The data 
are available in the file lihc_single_cell_cohorts.csv.

https://oncoscape.v3.sttrcancer.org/atlas.gs.washington.edu.mouse.rna/downloads
https://oncoscape.v3.sttrcancer.org/atlas.gs.washington.edu.mouse.rna/downloads
https://gdac.broadinstitute.org/
https://gdac.broadinstitute.org/
https://portal.gdc.cancer.gov/)
https://portal.gdc.cancer.gov/)
https://www.weizmann.ac.il/sites/3CA/
https://descartes.brotmanbaty.org/bbi/human-gene-expression-during-development/
https://descartes.brotmanbaty.org/bbi/human-gene-expression-during-development/
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In Silico Generation of Tumor–Normal Mixed  
Sample Cohort

To test the effect of tumor purity on classifier accuracy (Supple-
mentary Fig.  S12), we took two approaches: (i) mixing of matched 
primary tumor and normal bulk TCGA samples and (ii) pseudobulk 
of tumor and normal mixing of single cells of known malignant or 
nonmalignant type from the same sample. For approach 1, the TCGA 
contains 678 primary tumor samples for which normal matched 
samples are available, across 17 different tissues: BLCA, BRCA, cer-
vical squamous cell carcinoma and endocervical adenocarcinoma 
(CESC), CHOL, COADREAD, HNSC, KIDNEY, LIHC, LUNG, PAAD, 
PCPG, prostate adenocarcinoma (PRAD), SARC, STES, thyroid car-
cinoma (THCA), thymoma (THYM), and uterine corpus endometrial 
carcinoma (UCEC). For every primary tumor with a matched normal 
sample, the gene expression profiles were processed to create a gradi-
ent of mixed gene expression ranging from 100% tumor samples to 
100% normal tissue with 10% increments (90% tumor + 10% normal, 
80% tumor  +  20% normal, etc.). See formula (1) in Supplementary 
Formulas for details. For approach 2, all the counts from malignant 
and nonmalignant cells from the same patient were summed to create 
a malignant pseudobulk and a normal pseudobulk. The expression 
profiles of the pseudobulked normal and malignant compartment 
were then mixed with an analogous strategy to that used for TCGA 
tumor–normal patient samples, testing purity content ranges from 
100% malignant only pseudobulk to 100% nonmalignant expression 
profile with 10% increments. See Supplementary Formula (2) for 
further details. These in silico–generated samples were correlated with 
MOCA cells, deconvoluted, and inputted in the D-MLP classifier. The 
result of this analysis is shown in Supplementary Fig. S12. Details of 
these cohorts can be found in the files data_figs12_a.csv (single cell) 
and data_figs12_b.csv (bulk tumor–normal mix).

RNA Extraction from FFPE Clinical Samples
Libraries were prepared using a modified version of the Takara 

SMARTer Stranded Total RNA-seq Kit–Pico Input Mammalian kit. 
In brief, 100 ng of RNA at 10 ng/μL was sonicated using RL230 
Covaris sonicator (Covaris), and the resulting material was con-
firmed using a Fragment Analyzer (Agilent). Ten nanograms of each 
sonicated sample was prepared using the pico input kit as for FFPE 
samples using a 1:8 volume reduction on the STP MosquitoHV. 
Final libraries were validated by Fragment Analyzer and qPCR prior 
to sequencing on a NovaSeq6000 S4 with 150 nt paired-end reads.

RNA-seq Analysis of FFPE-Derived Clinical Samples
Reads obtained from the sequencing step previously described were 

processed as follows: A STAR reference genome using GENCODE v35 
fasta and gtf files was generated using STAR “genomeGenerate.” Next, 
fastq files were aligned to the genome generated with STAR using two 
pass mapping (see mgh_sequencing.sh for details on STAR parame-
ters). This step generated bam files compatible with RNA-seq by expec-
tation-maximization (RSEM) gene expression calculation. An RSEM 
reference was prepared using the rsem-prepare-reference command.

These files along with the bam files were used to calculate 
gene expression with rsem-calculate-expression using parameters 
(-p 16, –bam, –paired-end, –no-bam-output, –forward-prob 0.5, and 
–seed 12345).

Gene expression measured in transcripts per million (TPM) was 
used to assess the similarity with the MOCA dataset as described in 
the “Similarity Score Calculation” section. Homo sapiens primary 
assembly v35_GRCh38.p13 genome and relative annotation GTF file 
(v35) were downloaded from the GENCODE website (https://www.
gencodegenes.org/). STAR v2.7.1a alignment tools, RSEM v1.3.1, R 
v3.6.0 (https://www.R-project.org/), and Perl v5.24.1 were used for 

gene expression analysis. The details of the commands and param-
eters used to generate the gene expression matrix from fastq are also 
contained in the file mgh_sequencing.sh.

Mouse–Human Gene Name Conversion
To compare murine gene expression from MOCA to human 

gene expression in TCGA, we standardized gene names between 
mouse and human using the following approach. The conversion 
from Mouse Ensembl id (MOCA) to human gene symbol/Entrez 
id (TCGA) was achieved using BioMart (https://www.ensembl.org/
biomart/martview/) Ensembl v95. Human gene symbol/Entrez id 
(TCGA) to Ensembl id (NON-TCGA) mapping was achieved using 
org.Hs.egENSEMBL2EG from the org.Hs.eg.db (v3.8.2) Bioconductor 
(v3.9; https://bioconductor.org/) package. The intersection of these 
two sources was performed using the human gene symbol/Entrez id 
shared identifier. This process generated a list of translated names, 
given in Supplementary Table  S7. This list was then used as a dic-
tionary for gene names and mouse–human ortholog comparison. 
This identified 15,929 unique human genes that were used in this 
study. In the case of multiple mouse gene names mapping to the 
same human gene name, the average expression levels were calculated 
across occurrences.

Similarity Score Calculation
The similarity between gene expression profiles from either MOCA 

or HFO cells and bulk (TCGA, NON-TCGA, and MGH samples) or 
single cells from cancer datasets was calculated by means of Spear-
man correlation coefficient [Supplementary Formula (3)], imple-
mented using the cor function in R on the expression profile of all 
shared genes identified as described above for each bulk/single-cell 
sample and MOCA cell. We decided to use the Spearman correlation 
coefficient because this nonparametric, rank-based approach is more 
robust to outliers caused by single-cell transcript dropout and is 
unaffected by the normalization method, which standardized the use 
of different gene expression datasets.

Spearman correlation generates a matrix A of correlation coef-
ficients of dimensions I × J, where I = 1…N represents the cells from 
the MOCA study (N = 1,331,984) and J = 1…M represents the com-
paring study’s sample number [see Supplementary Formula (4)]. 
The matrix of correlation coefficients for MOCA/TCGA samples, 
AMOCA/TCGA, has P = 10,393 (9,274 primary tumors, 394 metastasis 
and 725 normal tissues), so AMOCA/TCGA is a 1,331,984  ×  10,393 
matrix, containing 1.38e+10 correlation coefficients (AHFO/TCGA is 
a 377,456  ×  10,393 matrix containing 3.92e+09 correlation coef-
ficients, AMOCA/MGH is a 1,331,984  ×  85 matrix). The correlation 
coefficient was then used as a metric for the similarity between the 
samples in the cohorts under exam and was further processed as 
described in the section “Similarity Score Aggregation, Scaling, and 
Normalization” next.

The code to calculate the similarity score via the correlation coef-
ficient can be found in the script 01_correlation.R.

Similarity Score Aggregation, Scaling,  
and Normalization

To generate TCGA-aggregated similarity scores shown in Fig. 2B 
and C and Supplementary Figs. S1D, S2, S3, S4A, and S15 using 
dimensions of matrices AMOCA/TCGA, AHFO/TCGA, and AMOCA/MGH, the 
following steps were performed. Beginning with an N × M (N = num-
ber of MOCA or HFO cells, M  =  number of samples from TCGA, 
non-TCGA, or single-cell studies) matrix AIJ, where I  =  1,…,N and 
J = 1,…,M. Each column J of AMOCA/TCGA or AFHO/TCGA was mean cen-
tered and standard deviation (σ) scaled [see Supplementary Formula 
(5)], resulting in matrix (scjAIJ) calculated using the scale() R function. 

https://www.gencodegenes.org/
https://www.gencodegenes.org/
https://www.R-project.org/
https://www.ensembl.org/biomart/martview/
https://www.ensembl.org/biomart/martview/
https://bioconductor.org/
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The scaled values for every sample belonging to the same tissue type 
(Bp = 1…P), where P is the number of samples belonging to the tissue 
type B, as defined by TCGA, is then averaged, to create the matrix 
A’IK N  ×  K [K  =  number of unique sample types, i.e., 62 for TCGA; 
see Supplementary Formula (6)], meaning the new matrix has the 
same number of rows (N) but a reduced number of columns (K). 
Every cell belonging to the same subtrajectory C with Q number 
of cells belonging to the subtrajectory C is then averaged across all 
aggregated (C =  1…Q) tissue type K in A’IK creating the matrix A”LK 
L × K [see Supplementary Formula (7)]. A’’LK for MOCA and TCGA 
samples now consists of 56 subtrajectories  ×  62 tissue type scores 
(derived from 33 tumor types for which a combination of primary, 
metastatic, and normal tissues are available). A column-wise mean-
centered and standard deviation–scaled version of A’’LK is calculated 
as in scaled similarity scores using Supplementary Formula (5). 
Scaled values are further min–max normalized [see Supplementary 
Formula (8)] to change the range of the scaled similarity scores to the 
plotted interval [e.g., (0–1), or (−1, +1)] as shown in the figures. See 
script 02_data_recap.R for further details.

Pan-Cancer Comparisons of Tumor–Normal Tissues and 
Embryonic Period

The developmental time difference between normal and tumor 
tissues, shown in Fig.  2E, was calculated according to Supplemen-
tary Formula (9). For every TCGA sample from tissue types that 
contained the expression profile of at least one normal sample, the 
number of the most strongly correlated cells (top 1,331 cells, sorted 
by correlation coefficient) were binned by their embryonic period of 
origin (E9.5–E13.5). This created the matrix T of dimension I  ×  J, 
where I represents either normal or malignant samples and J repre-
sents the five embryonic time periods (E9.5, E10.5, E11.5, E12.5, and 
E13.5), containing in each matrix entry the number of MOCA cells 
in the given category Tij. This matrix was then analyzed using the χ2 
test [Supplementary Formula (10)] to produce Fig. 2E. The develop-
mental period enrichment represents the test residuals calculated as 
(observed − expected)/sqrt(expected). For Fig. 2F, the actual embry-
onic day (represented as an integer, 9.5, 10.5, and so on) was first 
multiplied by the number of cells in its relative column J and then 
these values were added together, providing a per-sample measure 
characterizing the development period of its transcriptional profile 
[Supplementary Formula (11)].

Deconvolution by DCs
To perform the deconvolution into DCs, the following steps were 

performed [Supplementary Formula (12)]: For each TCGA, NON-
TCGA, and MGH bulk and single-cell sample, the MOCA cells were 
sorted in increasing (lowest to highest) order based on their cor-
relation coefficient. Next, the 1,331 most strongly correlated cells 
were selected, representing the top ∼0.1% of all MOCA cells tested. 
A rank-based score was then assigned to this selection of cells. The 
most highly correlated cell was given a score of 1,331, whereas the 
least correlated score was given a score of 1. These scores were then 
summed across all cells belonging to the same combination of sub-
trajectory at a particular developmental time, creating the raw DC 
score. The raw scores were then transformed by taking the natural 
logarithm (ln). The correlation between the DCs and sets of samples 
was calculated using the Kruskal–Wallis rank sum test [Supplemen-
tary Formula (13)] using the kruskal.test() R function. Only DCs with 
a Benjamini–Hochberg adjusted P < 0.05 were considered statistically 
different between groups.

D-MLP
The D-MLP is a supervised deep learning model trained on 

natural log-transformed and min–max normalized DC scores that 

outputs a likelihood score for each of the 27 aggregated TCGA 
tumor classes. To ensure reproducibility, the minimum and maxi-
mum values of the aggregated TCGA, NON-TCGA, and MGH 
cohorts were calculated and used as the minimum and maximum 
for all min–max normalization, including for the normalization 
of the CUP cohort. The model’s hyperparameters were identified 
by means of grid search over the following variables: (i) number of 
hidden layers, (ii) number of nodes per layer, (iii) type of optimizer 
function, (iv) type of loss indicator, and (v) number of epochs for 
which the model is trained as shown in Supplementary Table  S8. 
The architecture selection and the training/validation of the model 
were performed by a 10-fold cross-validation of a training–valida-
tion set split of 60% to 10% of the totality of the TCGA, NON-
TCGA, and MGH cohorts. The performance of the D-MLP was 
tested on the remaining test set (30% of the whole cohort). None of 
the samples present in the test set were used during the model train-
ing or during the architecture selection. Further, the performance 
of the D-MLP was tested on an independent cohort of single cell– 
derived pseudo bulk samples, described above. The final model has 
the following architecture: one input layer with 214 nodes, two hid-
den layers of 800 and 200 nodes, respectively, and one output layer 
with 27 nodes. The model was compiled using stochastic gradient 
descent as optimizer, mean-squared error as loss indicator, and 
accuracy as metric. The model was trained on the test set for 300 
epochs with an early stop function monitoring accuracy score, with 
a patience of 3. The perceptron was written in python (v3.6.4) using 
sklearn (v0.19.1) and keras (v2.2.0, with TensorFlow backend). See 
script d_mlp_classifier.py for code details.

Classification Analysis
The raw likelihood score resulting from the classification of the test 

set, CUP cohort, tumor purity cohort, and benchmark cohorts were 
each analyzed as follows: The output of the D-MLP classifier is a matrix 
containing a number of rows equal to the number of samples analyzed 
and columns equal to the 27 classification labels (N × M matrix). Each 
sample’s top classification (defined by highest likelihood score) is 
assigned as top1, the next as top2, and so on (up to 4+ as shown in 
Fig.  5 and Supplementary Fig.  S12). For each tumor type (M), a fre-
quency table is generated of the number of top1/top2/top3/4+ predic-
tions over N occurrences. To compare the output with the true tumor 
labels of the N samples, one-hot encoding is used to create another 
N × M matrix, where each row n column m entry is 1 if the given sample 
n is labeled with tumor m in the original dataset, and 0 otherwise. The 
output classification matrix together with the encoded matrix is then 
used to calculate the true-positive rate, false-positive rate, and ROC-
AUC. The confidence interval for the ROC-AUC scores was calculated 
over 1,000 bootstraps. See also script test_classifier.py for details. The 
results of the classification of the various cohorts are shown in Figs. 5 
and 6 and Supplementary Figs. S12, S13, and S15.

Grouping of Discordant Predictions
To assess the distance between top3 classification results of dis-

cordantly classified samples and concordantly classified samples, 
the following “hot-encoder” approach was taken. Each sample’s 
classification response was encoded using a vector of length 81 (27 
possible prediction labels with a spot for each of the top3 predic-
tions). Each element of this vector was then populated with a score 
of 5, 3, 2, or 0, depending on whether the correct answer was in 
the top1, top2, top3, or top4 (all other predictions) category. A 
top1 (correctly classified tumor) would have a score of 5 repeated  
3 times, a top2 correctly classified sample would have a score of 3 in 
the range of 28 to 54, and so on. For example, an ACC sample cor-
rectly classified in top1 would have a score of 5 in position 1, 28, and 
55 (and 0s everywhere else), whereas an ACC sample guessed right 
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in top2 would have a score of 3 in position 28 and 0s everywhere 
else. These vectors were then compared using cosine similarity [see 
Supplementary Formula (14)], and UMAP was used to plot the 
results of cosine similarity analysis returning the image shown in 
Supplementary Fig.  S14B. See script UMAP_plot_fig4ef_figs10.R 
for further details.

CUP Clustering and DC Analysis
Raw DC scores of the CUP cohort were processed as follows. 

Each DC score was mean centered and standard deviation scaled 
(Z-scored) across the whole cohort of 52 CUPs. After scaling, Spear-
man distance was calculated between different samples (see Supple-
mentary Formulas; ref. 15). This distance was evaluated by means 
of the Dist() function in the amap R package. The function outputs 
an N × N matrix with the pairwise distance between N samples. A 
hierarchical clustering analysis using the “ward.D” algorithm was 
then calculated on this distance matrix using hclust() R function 
and cut into four main clusters (chosen based on the observed 
distance between branch points) using cutree() R function. Statisti-
cal analysis of the differential developmental programs between 
the four clusters was performed by the Kruskal–Wallis test using 
kruskal.test() in R. Enrichment for specific classifications was per-
formed using the χ2 test. Seventy DCs with a Bonferroni corrected 
P  <  0.05 were considered correlated with at least one cluster and 
are shown in Supplementary Fig. S15A. See script fig6_figs15.R for 
further details.

Benchmark Classifiers and Performance
The performance of the D-MLP classifier was tested against mod-

els sharing the same architecture trained on pure gene expression 
profiles directly without developmental deconvolution. We opted for 
two sets of genes: (i) clinical oncopanel genes and (ii) highly variable 
genes. Clinical oncopanel genes represent a list of 251 genes tested in 
routine clinical cancer care at MGH (assays: SNaPshot, Solid Fusion 
Assay, Heme SNaPshot); the full list is given in Supplementary 
Table  S8. To match feature counts with the D-MLP classifier, we 
generated 10 random subsets of 214 genes out of 251. Each of these 
214 gene subsets was used to train a benchmark classifier, and the 
highest performing assessed by top1 and top3 accuracy was directly 
compared against the developmental based classifier (D-MLP) as 
shown (Fig. 5C; Supplementary Fig. S13). For the highly variable gene 
benchmark classifier, the 214 most variably expressed genes assessed 
by pure variance [using the var() function in R] across the full pan-
cancer cohort (TCGA, NON-TCGA, and MGH) taken altogether were 
used. Expression of these genes in TPM was used as input for the 
benchmark classifier.

Similarities between TCGA Correlations with  
MOCA and HFO

In order to test the specificity and reproducibility of the correlation 
between the mouse expression profiles and human expression pro-
files, we adopted the following approach. TCGA expression profiles 
were correlated with HFO cells as previously described. The HFO cell 
types were then mapped to the MOCA subtrajectories according to 
reference (17). The correlation coefficient between the two similarity 
matrices (each 56 × 62, see formulas) was then calculated by cor.test() 
R implementation. For per TCGA sample type correlations, the same 
function was applied across the appropriate column of the matrices. 
See script figs3.R for details.

Statistical Analysis
Statistical analyses reported in this work were performed using R 

(v3.6.3). Enrichment (Fig.  2E) was calculated using the  χ2 test and 

represented as (observed  −  expected)/sqrt(expected). Statistical dif-
ferences between cumulative distributions were evaluated using the 
Kolmogorov–Smirnov tests in Fig.  2F. Pairwise differences between 
means of continuous variables from different samples were evaluated 
using Mann–Whitney tests in Supplementary Fig.  S4B. ROCs were 
calculated using the roc_curve and roc_auc functions from Python3 
sklearn (v0.22.1) using 1,000 bootstraps to calculate empirical 95% 
confidence intervals.

Figures
Box plots, empirical cumulative distribution function plots, violin 

plots, scatter plots, and bar plots were generated using the ggplot2 
(v3.3.2) package. Heat maps were generated with pheatmap (v1.0.12) 
package. UMAP plots were generated with plot() native R as given in 
the scripts for individual figures. Radar plots were generated in R using 
a modified function from the fmsb R package. Sankey plots were gen-
erated with ggplot2 and ggalluvial (v0.12.2). Graphical representa-
tions were generated using BioRender.com (https://biorender.com/).

Data and Code Availability
Codes and file intermediates generated in this study are available at 

https://github.com/emoiso/DevTum. Original data are available on  
the TCGA, MOCA, and HFO websites (14, 15, 17). Note that the D-MLP 
artificial intelligence algorithm cannot be used in routine practice, as it 
is not approved by the FDA.
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