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atom force fields in viral capsid
simulations and properties†

Ruijie D. Teo * and D. Peter Tieleman *

As the past century has been characterized by waves of viral pandemics, there is an ever-growing role for

molecular simulation-based research. In this study, we utilize all-atom molecular dynamics to simulate an

enterovirus-D68 capsid and examine the dependency of viral capsid dynamics and properties on AMBER

and CHARMM force fields. Out of the six force fields studied, we note that CHARMM36m and

CHARMM36 generate secondary structures that are most consistent with protein structural data and

sample the largest conformational space. The ion distribution and radius of gyration of the capsid are

similar across all force fields investigated.
1. Introduction

Since the turn of the decade, Enterovirus D68 (EV-D68), a non-
enveloped virus belonging to the Picornaviridae family,1 has
been associated with a rise in cases worldwide,2 including an
unprecedented 2014 outbreak occurring in the United States.
The EV-D68 virion consists of an exterior pseudo icosahedral (T
¼ 3) protein capsid encapsulating a positive-sense single-
stranded RNA; the capsid itself consists of 60 copies of viral
protein (VP) 1–4.3 In addition to causing acute accid myelitis,
a paralytic condition similar to poliomyelitis, EV-D68 causes
respiratory illnesses (and in some cases, death).

Molecular dynamics (MD) simulations have improved our
understanding of viruses, ranging from inuenza A H1N1 to
HIV-1.4 Investigating these processes using MD simulations,
however, can be computationally challenging due to the
mesoscale nature of a viral capsid such as EV-D68 which
comprises of 240 protein monomers. An appropriate force eld
suitable for these simulations must be selected, along with the
availability of adequate high-performance computing resources
(in our case, the Cedar 3.6-petaop supercomputer).

The myriad of additive protein force elds for MD simula-
tions, such as AMBER, CHARMM and GROMOS, share the same
functional form Etotal ¼ Ebonded + Enon-bonded + Eother,5 where
Ebonded represents bonded interactions (bond stretching, angle
bending, dihedral rotation), Enon-bonded represents non-bonded
interactions (electrostatics, dispersion, Pauli repulsion), and
Eother represents other terms such as polarization effects and
the coupling between bond lengths and angles. Compared to
AMBER's energy function, the CHARMM dihedral energy
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function has a quadratic dependence on the improper dihedral
angle and the angle bending energy function includes an
additional Urey–Bradly term.5 While CHARMM does not scale
1,4-non-bonded interactions, AMBER scales it by 0.5.5 These
differences arise due to the way these parameters are optimized
and tted to experimental and quantummechanical (QM) data.
For instance, partial charges in the AMBER and CHARMM force
eld are tted to reproduce the electrostatic potential (gas-
phase) and dimerization energies respectively. Likewise,
AMBER 4/j dihedral parameters are tted to structured
peptide6 data while CHARMM 4/j parameters are tted to MD
trajectories of myoglobin7 and X-ray crystallographic data.8

The recent cryogenic electronmicroscopy (cryo-EM) structure3

of the EV-D68 capsid (Fig. 1) provides a good platform to assess
the performance of six commonly used force elds on a meso-
scale structure and their inuence on structural dynamics and
properties. To the best of our knowledge, there is only one other
study9 that examined the dependence of viral capsid structure on
the choice of force elds, albeit the GROMOS53a6 and ff03
(AMBER) force eld. Thus, this study investigates the depen-
dence of the EV-D68 capsid structure and properties on six
atomistic AMBER and CHARMM force elds (ff99SB*-ILDNP,10–13
Fig. 1 Structure of the EV-D68 capsid (PDB 6CSG) consisting of 60
copies of viral protein 1 (VP1), VP2, VP3, and VP4. This figure was
generated using VMD.
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Fig. 2 RMSD (nm) of the EV-D68 capsid relative to the initial structure
versus time (ns) for the (a) AMBER and (b) CHARMM force fields.
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ff14SB,14 ff03*,12,15 C22*,7,16 C36,17 and C36m18), and the suit-
ability of force elds in simulating these mesoscale systems is
discussed below. Simulations were performed using 256 proces-
sors, with an average of 4.31 ns per day and occupying 4.04 ter-
abytes of disk space in total (see Section 2 for details).

2. Computational methods

The structure belonging to the capsid of the human EV-D68
full native virion (without RNA) was taken from PDB ID
6CSG with a resolution of 2.17 Å. Missing residues were
added using MODELLER.19,20 followed by six molecular
dynamics (MD) simulations corresponding to the usage of
different AMBER and CHARMM force elds: ff99SB*-
ILDNP,10–13 ff14SB,14 ff03*,12,15 C22*,7,16 C36,17 and C36m.18

For each system, the nal number of atoms is 4 169 301.
Frames were saved every 5000 steps or 10 ps, occupying 4.04
terabytes of disk space in total. Atomistic MD simulations
were performed with the respective force eld and TIP3P
water21 using the GROMACS package, version 2020.2.22 As
recommended for CHARMM force elds, C36(m) was used
with the standard TIP3P water model while C22* was used
with the CHARMM-modied water model.23 The system was
neutralized and the NaCl concentration was set to 0.15 M,
mimicking physiological concentration. The viral capsid
starting structure was minimized for 50 000 steps to remove
any unnatural clashes, and two NVT (100 ps) and NPT (1 ns)
equilibration runs were carried out. This was followed by
a production run of 400 ns, where energies and compressed
coordinates were saved every 5000 steps. The V-rescale24

temperature coupling algorithm was used for all runs with
a time constant of 0.1 ps, while the Berendsen25 and the
Parrinello–Rahman26,27 pressure coupling algorithm were
used for the NPT and production run respectively (with a time
constant of 2.0 ps). The smooth Particle-Mesh Ewald (PME)28

method with a 1.2 nm Coulomb cut-off was used to treat long-
range electrostatic interactions. The force-switching
method29 was used for van der Waals interactions, with
a decay between 1.0 and 1.2 nm. Bonds with hydrogen atoms
were constrained using the SHAKE algorithm.30 The pressure
and temperature were set at 1.0 bar and 310 K respectively for
all runs, with a time step of 2 fs. MD snapshots from the nal
50 ns of each production run were extracted every 10 ps for
analysis (unless indicated). The electrostatic potential
surface was obtained using eF-surf.31,32 Secondary structure
analysis was performed using the DSSP module.33,34 The
single linkage algorithm,35 where a structure was added to
a cluster when its distance to any member of the cluster is
smaller than 0.2 nm, was used for cluster analysis.

3. Results and discussion
3.1 Capsid structure stabilizes and deviates the least for
ff14SB (AMBER) and C22* (CHARMM)

Compared to the initial structure (aer minimization), we
nd that the difference in the min–max RMSD values (in units
of nm) is smallest for ff14SB (0.18, 0.25), followed by ff99SB*-
© 2022 The Author(s). Published by the Royal Society of Chemistry
ILDNP (0.20, 0.29), and ff03* (0.15, 0.30), indicating that the
structure from the ff14SB run stabilizes the quickest (Fig. 2a).
For the CHARMM family, the difference is smallest for C22*
(0.21, 0.32), followed by C36m (0.19, 0.44), and C36 (0.19, 0.45)
(Fig. 2b). The difference is noticeably larger for C36m and
C36. The average RMSD (in nm), which shows how much the
initial structure is preserved across the production run, is
ordered (from smallest to largest) as follows: ff14SB (0.233 �
0.01), ff99SB*-ILDNP (0.261 � 0.02), ff03* (0.264 � 0.02), C22*
(0.281 � 0.02), C36m (0.368 � 0.06), C36 (0.374 � 0.06).
Consistent with the min–max RMSD values, ff14SB provides
the smallest standard deviation (0.01) of the RMSD while
C36m and C36 provide the largest values (0.06). Overall, the
MD trajectories stabilize more quickly and show a smaller
structural deviation (less uctuation) for the AMBER force
elds than CHARMM.
3.2 Radius of gyration varies slightly across all force elds

The radius of gyration (Rg) indicates the average position of the
amino acid atoms relative to the capsid's center. Hence, it is
equivalent to the average of the inner and outer radius of the
capsid. We nd that Rg stabilizes very quickly, with small
standard deviations across the AMBER and CHARMM force
elds (Fig. S1†). The average Rg value and its standard deviation
across the production run is ordered (from smallest to largest,
in units of nm) as follows: C36 (13.200� 0.006), C36m (13.200�
0.006), ff14SB (13.232 � 0.003), ff03* (13.238 � 0.004), ff99SB*-
ILDNP (13.248 � 0.004), C22* (13.282 � 0.004). The difference
in the average Rg value between C36 and C22* is only 0.082 nm,
or 0.82 Å, while the standard deviations range between 0.03–
0.06 Å, indicating that the change in capsid radius is small
during the production run. It is noted that although the
difference of 0.82 Å is small, it is not statistically insignicant as
RSC Adv., 2022, 12, 216–220 | 217
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the difference is more than an order of magnitude larger than
the standard deviations.

Nonetheless, we expect Rg to remain fairly constant
throughout the run, consistent with the small RMSDs of
<0.5 nm (see Fig. 2). Thus, the choice of force eld does not
seem to signicantly impact Rg.
3.3 C36m and C36 sample the largest conformational space

Consistent with Fig. 2, we nd that the number of clusters
formed from the production run using C36 provided the
highest number of 19, followed by C36m with 16 clusters
(Table S1†). ff14SB provided the least number of clusters (2).
While RMSD can indicate the degree of conformational
sampling based on how closely the MD trajectories align with
the initial structure, principal component analysis (PCA)
provides a more direct measure. With PCA, the two dominant
modes (eigenvectors or principal components) associated with
the largest concerted motions of the capsid are identied and
the MD snapshots are projected onto the two modes (Fig. 3).
Across the AMBER force elds, we nd that the conformer
distribution along the subspace is similar. For CHARMM,
C22* has a relatively compact distribution, while both C36 and
C36m sample more regions, indicating an increase in
conformational mobility and regions of the phase space with
energy minima that are more accessible. From Fig. S6,† we
also nd that the rst twenty eigenvectors capture 71–74% of
the protein motion for the AMBER family (71% for ff14SB, 72%
for ff03*, 74% for ff99SB*-ILDNP), and 79–87% for the
CHARMM family (79% for C22, 84% for C36m, 87% for C36).
Fig. 3 Projection of the coordinates from the 400 ns MD simulation
on the top two eigenvectors (principal components) for the (a) AMBER
and (b) CHARMM force fields. See Fig. S2–S5† for unobscured
projections.
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The rst two eigenvectors account for 37–45% of the collective
motions for AMBER (37% for ff03*, 42% for ff14SB, 45% for
ff99SB*-ILDNP), and 45–53% for CHARMM (45% for C36m,
47% for C22, 53% for C36). This indicates that capsid motion
modeled by CHARMM is represented by fewer dominant
modes than AMBER.
3.4 AMBER and CHARMM force elds result in varying
secondary structures

From our previous analysis above, ff14SB and C36m result in
different degrees of conformational sampling and energy
landscapes. Any variation in the secondary structure content
(and preference) between the energy minima of ff14SB and
C36m could inuence the conformational stability and number
of conformations accessible outside of the minima. To investi-
gate this, we rst carried out secondary structure analysis on the
capsid structure corresponding to the energy minima. We nd
that ff14SB has a higher percentage of b (b-sheet and b-bridge)
and helical (a-helix and 3-helix) content that C36m (Table S2†),
while C36m has a slightly higher enrichment in bend and
random coil structures. Extending this analysis to all force elds
over the course of the production run, we note that the AMBER
force elds are enriched in b and helical content, while C22*
has the most helical content within the CHARMM family (Table
S3†). ff03* and ff14SB has the highest bend and turn content
respectively.

Ramachandran plots (Fig. 4) were constructed for the six
force elds with several notable differences – (1) the a� region
is oversampled in the AMBER force elds, (2) a portion of the
b region where f ˛ [�180�, �130�] and j ˛ [100�, 150�] is least
favored in C36m and C36, (3) the aL region is more populated
for the AMBER force elds and least populated for C36m and
C36, and 4) the a–b transition region is more populated for the
AMBER force elds, with the least population noted in C36m
and C36, followed by C22*. ff03* and ff99SB*-ILDNP contains
modied backbone potential from ff03 (ref. 12) and ff99SB
respectively;16 ff99SB*-ILDNP additionally contains modied
side-chain torsion potential for the ILDNP amino acids. In
a similar vein, C22* contains modied backbone torsion
potentials from C22.16 ff14SB adjusts the 4 and j backbone
parameters and rets all twenty amino acid side chain dihe-
dral parameters from ff94.14 The exploration of conforma-
tional space by the AMBER force elds and C22* is correlated
with the extent of sampling in the b and helical regions. High
a and b content would stabilize local conformations (minima),
creating metastable states that increases the sampling time of
the conformational landscape. We note that the aR and
b regions of C22* (Fig. 4f) are less populated than the AMBER
family, thus correlating with a less compact distribution in
conformational space (Fig. 3b). This supports a previous
study36 that attributed the increase in helicity for ff14SB to its
higher torsional barriers. This indicates that C36m and C36
has the lowest torsional barriers of the six force elds studied,
since they show the lowest population of helices. More
importantly, the a� region is also nonphysical, as it is not
present from high-resolution protein crystallographic data.36,37
© 2022 The Author(s). Published by the Royal Society of Chemistry



Fig. 4 Ramachandran plots corresponding to (a) ff14SB, (b) ff03*, (c) ff99SB*-ILDNP, (d) C36m, (e) C36, and (f) C22* MD snapshots over the
course of the 400 ns simulation. The a� region (green) consists of f ˛ [�180�, �100�] and j ˛ [�67�, 25�], the b region (pink) consists of f ˛
[�180�, �45�] and j ˛ [75�, 180�], the transition region (yellow) consists of f ˛ [�180�, �45�] and j ˛ [25�, 75�], and the aL region (blue) consists
of f ˛ [30�, 110�] and j ˛ [�50�, 110�].
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In this regard, using the C36m or C36 force elds would help
suppress non-native conformations arising from this region.
This appears consistent as C36 corrects the overpopulation a-
helices found in C22/CMAP (correction map).17 There seems to
be little difference in the aL distribution and secondary
structure between C36m and C36, as C36m was developed for
intrinsically disordered proteins.18 In addition, both C36m
and C36 show the least sampling in the transition region,
followed by C22*, and little noticeable difference among the
AMBER force elds. Compared to representative Ramachan-
dran plots (see Fig. 3 of ref. 37), both C36m and C36 seem to
match most closely.
3.5 Regions of ion accumulation are consistent across all
force elds

Shown in Fig. S7† are the electrostatic potential maps for the
outward- and inner-facing orientation of a capsomer. The
outer-surface of the capsid has a mixture of positive and
negative regions (Fig. S7a†), while most of the inner-surface of
the capsid has a negative electrostatic potential (Fig. S7b†).
The largest peak at 11 nm (with respect to the capsid's center
of mass) corresponds to the screening cloud formed by the
Na+ ions in the presence of the negatively-charged inner
radius (Fig. S7c and d†). The Na+ and Cl� distribution dips to
a minimum at around 12–13 nm, before rising at 14–16 nm,
corresponding to the interaction with the outer radius. The
slightly higher accumulation of Na+ ions than Cl� ions indi-
cates that the outer radius likely has an overall negative
potential. The ion distribution plateaus beyond 16 nm,
further away from the charged capsid. These behaviors are
replicated using other force elds (see Fig. S8†) and the
location of the peaks do not change signicantly, indicating
© 2022 The Author(s). Published by the Royal Society of Chemistry
that the capsid's radii are conserved across the AMBER and
CHARMM families.
4. Conclusions

For capsid-related studies that seek to explore specic binding
properties, such as capsid-host factor interactions, or physical
properties such as normal modes, the CHARMM family, espe-
cially C36m and C36, is recommended due to more accurate
structure modelling (as noted from the Ramachandran plots).
The caveat in using C36m or C36 to model large mesoscale
structures is that this requires sufficient computational power
and storage resources, as we showed that the MD trajectory
requires a longer time to stabilize. In this study, we do not nd
any noticeable difference between C36m and C36 in terms of
secondary structure. For other global properties like the radius
of gyration, the choice of force eld appears to be less sensitive.
Other properties like water permeation rates could be heavily
inuenced by capsid structure, which we aim to explore in
future studies. These studies also include comparing simula-
tion data with experimental data of the EV-D68 capsid when
available.
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