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Preprints occupied the spotlight early in the pandemic, as
scientists, the media and the public sought information on the
evolving pandemic. While some in the scientific community
embraced this shift, others were concerned about the quality of
these papers, which had not yet undergone peer review.
Furthermore, the flood of COVID-19 preprints quickly
overwhelmed the scientific community’s ability to monitor
and assess new preprints. Automated screening tools that
detect beneficial practices, or common problems, in preprints
are one potential solution to this problem. These tools could
potentially provide individualized feedback, allowing authors
to improve their manuscripts prior to publication in a peer-
reviewed journal. We have combined many tools into a single
pipeline, called ScreenIT. ScreenIT assess factors such as open
data and open code, blinding, randomization, power calcula-
tions, limitations sections, and data visualization problems.
Since June 2020, we have used ScreenIT to screen and post
daily reports on more than 23,000 new COVID-19 preprints
deposited on bioRxiv and medRxiv. Results show that
practices such as sharing data and code are relatively
uncommon. Sample size calculations, blinding and randomi-
zation are rarely reported and most papers do not report the
sex of participants, animals or samples. This work demon-
strates the feasibility of using automated tools to rapidly screen
many preprints in real time, and provide authors and readers
with rapid feedback. However, this approach has important
limitations. Automated screening tools can make mistakes.
Tools can’t always determine whether an item is relevant to a
particular manuscript. Further studies are needed to determine
whether feedback from automated tools is effective in
encouraging authors to improve reporting.



