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Abstract
The application of multi-objective optimisation to evolutionary robotics is receiving increas-

ing attention. A survey of the literature reveals the different possibilities it offers to improve

the automatic design of efficient and adaptive robotic systems, and points to the successful

demonstrations available for both task-specific and task-agnostic approaches (i.e., with or

without reference to the specific design problem to be tackled). However, the advantages of

multi-objective approaches over single-objective ones have not been clearly spelled out

and experimentally demonstrated. This paper fills this gap for task-specific approaches:

starting from well-known results in multi-objective optimisation, we discuss how to tackle

commonly recognised problems in evolutionary robotics. In particular, we show that multi-

objective optimisation (i) allows evolving a more varied set of behaviours by exploring multi-

ple trade-offs of the objectives to optimise, (ii) supports the evolution of the desired behav-

iour through the introduction of objectives as proxies, (iii) avoids the premature

convergence to local optima possibly introduced by multi-component fitness functions, and

(iv) solves the bootstrap problem exploiting ancillary objectives to guide evolution in the

early phases. We present an experimental demonstration of these benefits in three different

case studies: maze navigation in a single robot domain, flocking in a swarm robotics con-

text, and a strictly collaborative task in collective robotics.

1 Introduction
Artificial evolution is a powerful optimisation tool, and has been successfully applied to the
synthesis of behaviours for autonomous robots, as demonstrated in the evolutionary robotics
literature [1–4]. The advantages of the evolutionary robotics approach reside in the possibility
of exploiting the sensorimotor coordination resulting from the interactions between the robot’s
brain (i.e., the control software), its body (i.e., the embodiment including sensors and actua-
tors) and the environment [5]. Through evolutionary approaches, the designer is exempted
from a detailed modelling of the brain-body-environment interactions, and solutions can be
obtained that match the specificities and statistical regularities of the problem at hand. How-
ever, a suitable engineering methodology to support the fundamental design choices in
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evolutionary robotics is currently missing. Indeed, most of the studies in evolutionary robotics
strongly rely on the expertise of the designer, who assembles the evolutionary system following
his personal intuition. Only few attempts have been made to propose an engineering methodol-
ogy for the evolutionary design of robotic controllers [6, 7]. Among the several design choices
required to devise an evolutionary robotics experiment, the fitness function is particularly
important because it determines task-specific selective pressures to drive the evolutionary
search (although task-agnostic approaches have been proposed as well [3, 8, 9]). However, the
definition of a suitable fitness function is not always straightforward in evolutionary robotics
[10, 11].

First of all, the features of the desired behaviour must be encoded in a measurable form, but
often there is no definite and measurable way of expressing either the dynamical aspects of the
robots’ behaviour or the desired outcome. Hence, it is common to find in the literature fitness
functions composed of multiple behavioural terms that contribute to the one or the other fea-
ture (e.g., move fast, avoid obstacles, approach target) [11]. That is, the design problem in evo-
lutionary robotics is intrinsically characterised by multiple objectives, but often tackled as a
single-objective problem by means of an a priori aggregation (i.e., scalarization) of the various
objectives. However, finding the correct trade-off between possibly conflicting terms is not
easy. In this case, a multi-objective approach may provide a set of solutions that explore differ-
ent trade-offs, so that a principled choice can be made a posteriori.

Secondly, the fitness function must support the evolvability of the system [12], that is, the
possibility to progressively synthesise better solutions through random exploration and avoid
premature convergence [3]. Even when a single-objective (fitness) function—or a scalarization
of multiple objectives—is available for the desired behaviour, this function might be difficult to
optimise by evolution, because it may present many local optima or suffer from the bootstrap
problem, which is defined as the absence of selective pressures among randomly initialised indi-
viduals at the beginning of the evolutionary optimisation [11, 13, 14]. Hence, it may be prefera-
ble to adopt a multi-objective formulation and approximate the corresponding Pareto front
(finding the actual Pareto front is typically infeasible in evolutionary robotics). In this case, the
original objective function can be exploited for choosing a posteriori the best solution from the
obtained Pareto set.

In the last two decades, evolutionary multi-objective approaches have shown their ability to
explore multiple trade-offs in the objective space and to avoid premature convergence to poor
solutions [15, 16]. As a result, the application of multi-objective optimisation (MOO) in evolu-
tionary robotics is receiving increasing attention. However, evolutionary robotics goes beyond
pure black-box optimisation, because there are multiple ways of introducing selective pressures
other than the definition of the objectives to optimize [3]. As a consequence, MOO has been
exploited in evolutionary robotics in several different ways to approach various challenges, and
a survey is provided in Section 2. This survey highlights the lack of systematic studies that
experimentally demonstrate the advantages of MOO, especially for what concerns the prob-
lems faced by designers in defining a suitable fitness function. In this paper, we fill this gap by
casting well-known benefits of MOO approaches in terms of the problems they solve in evolu-
tionary robotics, and by providing the first experimental demonstration about the advantages
of MOO approaches in evolutionary robotics—as opposed to single-objective optimisation
(SOO) approaches—in the context of the fitness definition problem. We name SOO
approaches those algorithms that only try to find a single solution by either optimising a single
fitness function or scalarizing multiple objectives a priori, i.e., before running the algorithm.
Even though the study of the (a priori) scalarization of MOO problems is a subject studied in
the MOO literature [17], the algorithms that actually tackle the scalarized problems, in the con-
text of evolutionary robotics, do not differ substantially from those used to tackle genuinely
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SOO problems. By contrast, we name MOO approaches those algorithms that aim to approxi-
mate as best as possible the Pareto-optimal set. From this approximation set, the designer can
choose, a posteriori, one behaviour as the final solution (see S1 Text for a brief introduction to
MOO). This is a simplified view of MOO for the sake of comparison with the traditional SOO
approaches used in evolutionary robotics. MOO in general includes a priori, a posteriori and
interactive approaches [16–20].

Our experimental demonstration of the advantages of MOO over SOO is articulated in
three case studies taken from the literature, which are conducted in simulation exploiting the
ARGoS framework [21]. The first case study (Section 3) concerns the evolution of a navigation
behaviour in a looping maze, following one of the pioneer studies in evolutionary robotics [22].
In this case, we show that MOO allows the evolution of a varied set of behaviours by exploring
multiple trade-offs among the available behavioural terms. The second case study (Section 4)
concerns another classic task: coordinated motion (flocking) with robots having only local per-
ception of their neighbourhood. In this case, we show how MOO avoids the convergence to
local optima induced by a multiple-components fitness function. Section 5 is dedicated to the
third case study concerning a strictly collaborative task designed after a well-known experi-
ment in collective robotics [23]. The problem requires multiple robots to simultaneously pro-
cess objects scattered in the environment, and the performance of the system is measured as
the number of objects processed. Collaboration is strictly required to perform this task. Conse-
quently, a bootstrap problem may arise: a null fitness is assigned to behaviours that do not
result in collaboration, which leads to the absence of selective pressures for randomly generated
solutions. We show how the introduction of ancillary objectives bypasses the bootstrap prob-
lem and leads to the systematic evolution of satisfactory solutions. The paper is concluded with
a discussion of the results and of the future research directions (see Section 6).

2 Modes of problem solving with MOO in evolutionary robotics
Multi-objective optimisation (MOO) can be exploited in evolutionary robotics in many differ-
ent ways, according to the specific characteristics of the task and of the corresponding robotic
behaviour to be synthesised (i.e., the design problem). In this paper, we refer mainly to the fol-
lowing three modes of problem solving with multiple objectives [18]: a) the design problem is a
genuine multi-objective problem and should be treated as such; b) the design problem is tack-
led through a multi-objective approximation by proxies; or c) multi-objectivisation is applied
to transform an actual single-objective problem into a multi-objective one. These modes of
problem solving are not incompatible; on the contrary, they may appear conflated in practice.
For example, a genuinely multi-objective design problem may contain one objective that is not
easily defined as a fitness function, thus it requires the introduction of multiple proxy objec-
tives, and another objective that is decomposed into several for the purpose of enabling its
evolvability.

The above three modes of problem solving through MOO can be framed within the context
of providing the right selective pressures to the evolutionary process. The different approaches
to introduce/change selective pressures in evolutionary robotics—both SOO and MOO—are
discussed by Doncieux and Mouret [3], who distinguish between approaches that change the
requirements of the desired goal by changing the definition of the optimum solution (goal
refiners), and approaches that help the evolutionary search process without actually changing
the requirements of the task (process helpers). Within these two broad classes, they further dis-
tinguish between task-specific and task-agnostic approaches: the former require knowledge of
the task and of the expected performance, while the latter provide methods applicable across
different tasks. As we discuss in the following, MOO can be exploited both as a goal refiner and
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as a process helper. In both cases, MOO presents important advantages above SOO, yet these
advantages have never been experimentally demonstrated through targeted case studies within
the evolutionary robotics literature. Here, we discuss such advantages in the context of the
above-mentioned three modes of problem solving with MOO, report examples from the litera-
ture, and indicate the missing evidence that our experimental studies provide.

2.1 Genuinely multi-objective problems
The desired behaviour of the robotic system may entail multiple requirements—different sub-
goals—that may also be conflicting (e.g., they may represent the costs and benefits of applying
a certain behavioural strategy). Therefore, a good trade-off must be found. Although the prob-
lem to be solved is a genuinely multi-objective optimisation problem, the classical approach in
evolutionary robotics consists in the definition of a tailored fitness function that scalarizes, a
priori, the different objectives (behavioural terms) to obtain a single-valued function [11],
which can be optimised by means of well-known SOO algorithms. However, this scalarization
—often a weighted sum—is somewhat arbitrary. The advantage of MOO is that it requires no
such choice, and leaves the evolutionary process free to explore different trade-offs between the
objectives, allowing the designer to choose a specific trade-off a posteriori on the basis of the
analysis of the obtained solutions (see also Section 6 for a discussion about the selection of the
best trade-off in relation to the evolutionary robotics domain). Given that the goal is to ulti-
mately find the best trade-off between objectives, these MOO approaches can be considered
goal-refiners, because they change the requirements of the task by introducing the Pareto opti-
mality criterion and discarding, or not even defining, any a priori trade-off among objectives.

Most importantly, in evolutionary robotics different trade-offs may correspond to radically
different behavioural strategies, which may not be attainable through single-objective evolu-
tion. Therefore, MOO leads to a large exploration of the possible solutions to a given robotics
problem, and allows generating a wide set of behaviours, all optimising the trade-off between
the given objectives. A simple MOO approach would be to optimise different scalarizations for
a number of a priori defined weights, using SOO algorithms, and return the best solution
found for each, in order to approximate the Pareto front. However, scalarizations based on
weighted sums have well-known theoretical limitations [24]: (i) solutions that do not lay in the
convex hull of the Pareto front are not optimal for any scalarization, and (ii) an even distribu-
tion of weights does not ensure an even distribution of solutions in the Pareto front. These lim-
itations might not be crucial in practice for evolutionary robotics, since the Pareto front is
often convex, the obtained solutions are just approximations to the optimal, and designers do
not generally seek a perfectly even spread of solutions in the Pareto front but rather a suffi-
ciently varied set of high-quality solutions. Nonetheless, we show later in the paper that, even
for the typical scenarios of evolutionary robotics, such a simple MOO approach based on SOO
algorithms is still inferior in practice to an MOO approach not relying on scalarizations.

Different research studies in the literature consider genuinely multi-objective problems. A
first line of research exploits MOO to optimise at the same time the desired behaviour and
some relevant task-specific feature of the controller, e.g., minimise the number of hidden units
in a neural network [25, 26], or promote the efficient usage of state variables in a controller
evolved trough genetic programming [27]. These studies demonstrate how MOO can be bene-
ficial in identifying a good trade-off between the evolvability of the desired behaviour and the
complexity of the controller. The latter should be high enough—to support the evolution of the
desired behaviour—but not higher—to reduce the dimensions of the search space and ensure
convergence. Teo and Abbass [25] present an extensive comparison between SOO and MOO
approaches in which MOO approaches optimise both the behaviour and the controller

Task-Specific Multi-Objective Optimisation in Evolutionary Robotics

PLOS ONE | DOI:10.1371/journal.pone.0136406 August 21, 2015 4 / 27



structure, whereas SOO approaches fix the controller structure a priori and only evolve the
behaviour. This comparison is, however, limited to one specific aspect of the advantages of
MOO and does not address the problem of defining the correct fitness function to obtain a
desired behaviour. Indeed, in the above studies the selective pressure to evolve the desired
behaviour is provided by a single objective: if this objective is ill-defined or presents a low evol-
vability per se, no controller structure can help.

Another line of research exploits MOO for genuinely multi-objective tasks such as the evo-
lution of virtual creatures displaying complex abilities, e.g., object grasping and legged locomo-
tion [28, 29]. A genuinely multi-objective approach was also used to evolve complex
morphologies of virtual creatures by introducing a cost for morphology complexity along with
the reward for effective locomotion, with the goal of testing how different morphologies are
evolved to match different environments [30]. Similarly, the parameters defining the morphol-
ogy and kinematics of a flapping-wing robot have been optimised with a genuinely MOO
approach [31]. The same flapping-wing robot has been evolved to show both target-following
and altitude-control behaviours [32]. MOO was exploited to optimise the parameters of the
controller of a four-wheeled mobile robot to perform aggressive maneuvers over slippery sur-
faces. A good trade-off was required between the two objectives representing the speed and
accuracy in following the prescribed trajectory [33, 34].

A different line of research exploits MOO to evolve behaviours and robots with desired
task-agnostic features. For instance, transferability of an evolved controller from simulation to
reality is a much desired property, but it is difficult to obtain due to discrepancies between the
simulation and the physical platform (often referred to as the reality-gap problem [3]). Thus, a
possible approach consists in adding an objective that explicitly favours transferability [35],
thus effectively expanding the design problem. A similar approach has been used for desired
properties like morphological diversity [36], robustness through controller reactivity [37], resil-
iency to hardware failures [38], and generalisation to problem instances never encountered
before [39]. The approaches used to obtain these properties are in general task-agnostic (e.g.,
search for novelty, behavioural diversity, transferability [8, 9, 35]), because the above properties
do not depend on the given task but are generally desired across applications. The same
approach has been used to evolve behavioural consistency and memory [40], although this par-
ticular approach may be considered task-specific because defining the additional objective
requires knowledge about the scenarios for which the behaviour must be consistent.

These studies demonstrate that MOO can be successfully applied in an evolutionary robot-
ics context, but they do not provide insights or experimental evidence about the advantages of
MOO over SOO approaches. The only available comparison was performed by evolving a
robot controller for two conflicting tasks: protecting another robot by remaining close to it and
collecting objects scattered in the environment [41]. A genuinely MOO approach was com-
pared against multiple scalarized problems obtained as the weighted average of the perfor-
mance in the two sub-tasks, and solved using a SOO algorithm. The results did not reveal
significant differences in the performance achieved by the two approaches, but noted the
higher computational cost of running the SOO algorithm multiple times to produce different
trade-offs between the two tasks [41]. In this paper, we provide an extensive comparison that
better highlights the advantages of MOO over SOO across multiple tasks. In particular, we
present a case study (see Section 3) where the multi-objectivization of an original SO fitness
formulation does not provide additional evolvability, yet defining the design problem as a gen-
uinely multi-objective problem disentangles the conflicting aspects of the fitness function. The
multi-objective formulation leads to a larger diversity of solutions, which could not be obtained
with the original SO formulation, and to a higher probability of discovering the desired
behaviour.
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In this paper, we limit our experimental studies to task-specific approaches, and we demonstrate
howMOO improves the evolutionary search and, at the same time, obtains a larger behavioural
diversity and a better exploration of the search space. We argue that these properties are delivered
byMOO per se, and we provide an experimental demonstration by conducting a systematic com-
parison between single- and multi-objective evolution. We refer the interested reader to the studies
mentioned above for what concerns approaches making use of task-agnostic techniques.

2.2 Multi-objective approximation by proxies
In evolutionary robotics, a suitable fitness function to optimise is often not available a priori,
i.e., the task does not come with a detailed performance metric. Indeed, the real objective is the
behaviour of the robotic system, and the fitness function represents just a means to obtain this
behaviour. Evolutionary robotics represents a prototypical case in which “it is the solution that
has primacy, and the objectives are only a means of orienting the search in order to discover this
solution” [18]. In such conditions, the design problem can be faced by introducing multiple
objectives that are proxies for the true “unavailable” objective. These proxies can be comple-
mentary, each covering some particular aspect of the behaviour to be obtained. “Thus, it should
be expected that the desired solution(s) will score relatively highly under all of the ‘proxy’ objec-
tives, and an MOO approach may therefore be suitable” [18].

Differently from genuinely multi-objective approaches, which assist in finding the
(unknown) optimal aggregation among multiple objectives, multi-objective approximation by
proxies should be counted among the task-specific process helpers [3]. The proxy objectives are
actually intermediate goals or sub-goals that only indirectly optimise the overall goal, which is
unavailable or insufficiently well defined. An MOO approach is particularly helpful in such
conditions because the designer may not know a priori neither the relevance of each intermedi-
ate goal, nor how to aggregate them into a single fitness function. All the downsides of an a pri-
ori aggregation mentioned above become even more critical here, because no aggregation of
the multiple objectives measures the desired behaviour. In practice, determining if an evolu-
tionary robotics study reports a genuinely multi-objective problem or an approximation by
proxies may be somehow arbitrary, because it is sometimes unclear whether an objective is a
pre-existent requirement or just a proxy.

One of the first applications of MOO in evolutionary robotics concerned the incremental
evolution of controllers for an unmanned aerial vehicle (UAV) through multi-objective genetic
programming [42]. In this case, the overall goal was too complex to be described by a particular
objective (or even to be evolved using a single evolutionary stage), since the UAV was required
to locate, reach and track a radar source, hence, multiple ancillary objectives were defined for
evolving the behaviour in several stages. A clear example of task-specific proxies introduced to
evolve a desired behaviour is given by Moshaiov and Ashram [43] when tackling a single-robot
navigation problem (a problem inspired by the same pioneer study we refer later in this paper).
In their case, an additional objective with respect to the original fitness formulation was intro-
duced to reward the passage through pre-defined waypoints, in order to favour a looping
behaviour. A similar approach was used when comparing multi-objective evolutionary strate-
gies and genetic algorithms, in which a robot was required to display both collision-free naviga-
tion and object retrieval abilities [44]. Another relevant study concerns the evolution of a
walking controller for a humanoid robot [45, 46]. In that study, several proxies are introduced
that reward specific characteristics of the desired gait, still the real objective is efficient locomo-
tion. Task-specific proxies have also been used to evolve efficient navigation employing an arti-
ficial potential field [47], in which the proxies rewarded different aspects of the navigation
ability, such as goal approaching or obstacle avoidance.
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In this paper, we discuss a flocking case study in Section 4 that demonstrates how multi-
objective approximation by proxies is a viable method to devise the selective pressures required
to obtain a desired behaviour. We also show that it is superior to the a priori scalarization of
the same objectives.

2.3 Multi-objectivisation
Even when a single-objective function is available for measuring the performance in the given
robotics problem, it may not be suitable for evolutionary optimisation because it may not pro-
vide evolvability to the system. Generally speaking, the evolvability issue is related to the search
landscape of the optimisation problem, which can be either very rugged, presenting many local
optima, or on the contrary largely flat, offering no gradient for the evolutionary search. The lat-
ter case gives rise to the bootstrap problem, which is the absence of selective pressures among
randomly initialised individuals at the beginning of the evolutionary optimisation [11, 13, 14].

Multi-objectivisation is a technique that allows transforming a difficult SOO problem into a
more tractable MOO problem [18] by either decomposing the SOO problem into multiple
objectives in order to disentangle the concurrent aspects giving rise to local optima, or by intro-
ducing ancillary objectives to kick-start or guide the evolutionary search. Both the decomposi-
tion and the ancillary objectives are process helpers, as they are just relevant for guidance, and
the final solution(s) may largely ignore them, focusing on the original objective alone. The key
distinction between multi-objectivisation and multi-objective approximation by proxies is the
existence of an original objective that measures the final design. In the latter case, such objec-
tive does not exist or it is not sufficiently well-defined. In practice, this distinction depends on
what the goal of the designer is.

Multi-objectivisation has been exploited by adding both task-specific and task-agnostic
objectives used for guidance. In [48], an ancillary task-specific objective was added to provide
hints on how to solve a complex task. This objective rewarded the usage of a knowledge base of
behaviour segments automatically generated on a simpler version of the same task. In recent
interactive evolutionary experiments [49, 50], the age of the genotype was exploited to promote
the preservation of novel solutions and give them a chance to be evaluated by the interactive
users. In these experiments, the feedback from the user was not considered as an additional
helper objective and the experiments used a simple scalarization. Other recent studies [9, 51,
52] exploited MOO in conjunction with techniques to maximise behavioural diversity among
the evolved solutions, to promote a better exploration of the search space and tackle the boot-
strap problem. In these studies, one objective was dedicated to the fitness of the goal-task,
while a second objective corresponded to a diversity measure. An extensive comparison of
SOO and MOO approaches for encouraging behavioural diversity, varying also the controller
structures and the diversity measures, showed that MOO performs best in such cases [9].

Multi-objectivisation has been exploited to tackle the bootstrap problem in evolving con-
trollers for complex incremental tasks, that is, tasks that require the completion of multiple
sub-tasks to achieve the main goal [13]. In similar conditions, it is possible to define a MOO
problem in which the different objectives correspond to the achievement of the individual sub-
tasks. The only limiting factor of this otherwise well grounded work resides in the experimental
scenario, since the existence of clearly defined sub-tasks that can be characterised as conflicting
objectives explicitly favours MOO over SOO approaches. In this paper, we provide further evi-
dence on the relevance of MOO to tackle the bootstrap problem in a task that intrinsically
leads to low evolvability, but that does not prevent SOO to find a solution (see Section 5). In
this way, we extend the demonstration of the benefit of MOO over SOO as a general approach
for evolutionary design methods.
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3 Case Study: Navigation in a Maze
The first case study corresponds to the evolutionary design of a navigation behaviour for a sin-
gle robot to explore a looping maze. We choose this case study as it represents a necessary
benchmark to test the suitability of a design methodology, it is simple enough to be fully ana-
lysed and understood, and it has been widely studied in the past. We start from a classic study
in evolutionary robotics [22], which proposed a simple setup to perform the evolutionary opti-
misation of a neural network controller directly on the real robotic hardware. The physical
setup puts several constraints on the information available to compute the performance, as
absolute positions are not available to the robot. The fitness function has been therefore defined
exploiting solely the information accessible to the robot, that is, the infra-red (IR) proximity
sensors to account for the distance from obstacles, and the wheels’ encoders to account for the
robot motion speed. In our work, despite experiments are performed in simulation, we adopt
the same rationale as if the fitness was computed on the physical robot (i.e., themarXbot [53])
to keep the setup coherent with the original study [22].

The desired behaviour for the robot is fast motion and obstacle avoidance in a closed circuit,
and represents an instance of a genuinely multi-objective problem. In this work, the circuit has
been designed to replicate the main features of the experimental arena used in the original
study [22], which is characterised by left and right turns, as well as wide and narrow corners
(see Fig 1). The desired behaviour would efficiently negotiate corners and narrow passages, and
would result in a smooth navigation to cover the whole circuit. With this goal in mind, we
decided to evolve a simple reactive neural network controller. Therefore, no path planning or
trajectory tracking has been used, and the navigation strategy directly derives from the evolved
neural controller. The neural controller and the experimental setup is detailed in S1 Text. We
use the original formulation for the fitness function, and contrast it with a two-objective for-
mulation derived from the original one (Section 3.1). Additionally, we compare the MOO
approach and a SOO approach based on a scalarization through weighted sum of the two
objectives. The methodology for comparing single and multi-objective approaches is presented
in Section 3.2, and the obtained results are discussed in Section 3.3.

3.1 Fitness function and multi-objective formulation
The original fitness function is designed to reward fast motion and obstacle avoidance on the
basis of the information available to the robot. Therefore, at each control step t, the current
angular speed of the wheels and the readings from the IR proximity sensors are collected, and a
single-objective performance measure is computed as follows:

N T ¼ 1

T

X
t

OðtÞ � FðtÞ ð1Þ

where T is the total number of control steps. O(t) is the reward for moving straight and fast at
time t, and is computed on the basis of the current angular speed of the robot wheels:

OðtÞ ¼ jolðtÞj þ jorðtÞj
2om

� 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jolðtÞ � orðtÞj

2om

s !
; ð2Þ

where ωl and ωr are the left- and right-wheel angular speeds, and ωm is the maximum possible
speed of the differential-drive motion controller. Here, the first factor rewards fast motion
because it is maximised by high absolute values of the angular speed. The second factor rewards
straight motion as is maximised by small differences between the left and right angular speeds.
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F(t) is the reward for being away from any obstacle at time t:

FðtÞ ¼ 1� max
i

�iðtÞ
�m

; ð3Þ

where ϕi(t) is the activation of the ith IR proximity sensor, and ϕm is the maximum possible
value. The closer the obstacle, the higher the sensor activation, the smaller the reward.NT is a
scalarization that averages over time the product of these two components, therefore requiring
that both components are non-null for a large amount of time. The interesting aspect of this
function is that both its components are low at the same time while the robot is negotiating an
obstacle. Therefore,NT is maximised by controllers that ensure a fast reaction to the perception
of an obstacle that leads the robot away from it.

Starting from the above formulation, we define two objectives by decomposing the function
NT as follows:

N O ¼ 1

T

X
t

OðtÞ; ð4Þ

N F ¼ 1

T

X
t

FðtÞ: ð5Þ

The objectiveNO encodes information about the wheels speed over time, and corresponds to
the evaluation of the robot’s ability to move straight and fast. On the other hand,NF encodes
information about the proximity to obstacles and walls, and is maximised by behaviours that
keep the robot away from them. The two objectives introduce an interesting trade-off, that was
not considered in the original formulation. Indeed, there may be behaviours that move less but
stay maximally away from obstacles, or fast-moving robots that however keep the walls closer.
As we will see below, the MOO approach will explore these possible trade-offs producing sev-
eral qualitatively different behaviours.

Fig 1. Setup of the navigation experiment. The looping maze is characterised by both wide and narrow
corners, which challenge the navigation abilities of the robot. The robot is initialised randomly within the
looping maze and with a random initial orientation. Experiments are performed in simulation exploiting the
ARGoS framework [21].

doi:10.1371/journal.pone.0136406.g001
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Finally, we introduce a single-objective formulation that scalarizes the two objectives intro-
duced above by means of a weighted sum, as follows:

N g ¼ gN O þ ð1� gÞN F ð6Þ

with varying γ 2 [0, 1]. The rationale is that different trade-offs between the two objectives can
be explored by varying γ, but we can still use the SOO approach to optimize Eq (6) for each
value of γ. Although such an approach has well-known theoretical limitations [24], it could be
in practice more efficient in finding alternative solutions to the navigation problem than the
purely MOO approach.

3.2 SOO vs. MOO
To compare the SOO and MOO approaches, we run several repetitions of the same evolution-
ary algorithm, changing only the way in which potential solutions are evaluated and selected
for reproduction. In the SOO case, solutions are selected according to the fitness function. In
the MOO case, solutions are selected according to the “hypervolume measure”, which repre-
sents the “size of the dominated space” [54]. This type of selection is used by state-of-the-art
multi-objective evolutionary algorithms [55, 56], but here we just replace the selection step of a
standard SOO algorithm. A detailed description of the evolutionary algorithm is available in S1
Text. For each experimental condition, we run twenty evolutionary runs for a fixed number of
generations, and we consider the solutions of the last generation for further analysis. All solu-
tions are re-evaluated to obtain an unbiased assessment of their performance using the avail-
able performance metrics, i.e., the (scalarized) fitness and the individual objective measures.
The comparison between the SOO and MOO approaches is carried out on these measures by
looking at the probability that a specific approach dominates the other one. All the details of
the comparative approach we employ are available in S1 Text.

3.3 Results
3.3.1 Performance analysis. Following the methodology described above, we compare the

SOO and MOO approaches by looking at the solutions in the objective space given byNO and
NF. The comparison between the MOO approach and the SOO approach using the traditional
fitness formulationNT is given in Fig 2a. Here, we plot the differential ability of the two
approaches in attaining portions of the objective space. It is possible to observe that the solu-
tions found by the SOO approach prevail only in the region in which both speed and distance
from obstacles are maximised (see the dark areas on the right part of Fig 2a). This region is also
attained by the MOO approach, but less frequently. Indeed, the MOO approach explores
widely the objective space, and proves best in all the other regions in which either speed or dis-
tance from obstacles are maximised. These regions are never attained by the single-objective
evolution. By looking at these results, we can conclude that MOO does not provide a competi-
tive advantage over SOO if we are only interested in the original single-objective performance.
A very similar discussion can be done for the comparison with the weighted sumNγ, with γ =
0.5. Also in this case, the single-objective approach finds and optimises only solutions that
maximise at the same time the two objectives, being deficient in the other parts of the objective
space (Fig 2b).

The situation is different if we vary the weighted sum of the two objectives. We tested differ-
ent weights by systematically varying γ, as shown in Fig 3. In this case, the MOO approach has
a large advantage on most parts of the objective space, generally dominating the weighted sum
solutions. For γ = 0.2, mainly obstacle avoidance is rewarded, and single-objective evolution
remains trapped in a local optimum in which onlyNF is maximised (Fig 3a). Conversely, for γ
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Fig 2. Navigation experiment. Differences between the MOO and the SOO approach with (a) the traditional fitness functionNT and (b) the fitnessNγ, with γ
= 0.5. The comparison is carried out by means of empirical attainment functions (EAFs) [57–59], which give the (estimated) probability that a single run of an
optimiser attains (dominates or equals) a specific point in the objective space (for details, see S1 Text). The difference between EAFs is reported in the figure,
where grey-levels represent the magnitude of the difference: darker colours indicate larger differences. For example, a black point on the left indicates that
the difference between the EAF of the left optimiser minus the EAF of the right optimiser is at least 0.8, that is, the left optimiser has attained that point in at
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= 0.6 and γ = 0.8, SOO mainly finds the other local optimum in which onlyNO is maximised
(Fig 3c and 3d). In all these cases, the SOO approach does not produce good solutions for the
navigation problem. The weight γ = 0.4 provides better results, with the SOO approach show-
ing a slight advantage in attaining areas of the objective space close to the central part of the
Pareto front (Fig 3b), but this looks less efficient than the case for γ = 0.5 shown in Fig 2b.
These results demonstrate that the choice of the right compromise between different objectives
is very difficult, and even relatively small variations may lead to radically different results. This
aspect is discussed further in the case study presented in Section 4.

3.3.2 Behaviour diversity. As expected, individual single-objective runs do not explore
different trade-offs. WithNT, the selective pressure is focused on the region of the objective
space whereNO �NF. In these conditions, the evolved solutions produce behaviours that
present at the same time high values of O(t) and F(t). This happens when a robot moves as fast
as possible and as far as possible from obstacles. When a corner must be negotiated, the evolved
strategy makes the robot quickly rotate on the spot. In particular, we observed that the avoid-
ance action is performed by turning always in the same direction, notwithstanding the maze
requiring a left or a right turn. This leads to a fast and efficient collision-avoidance action,

least 80%more runs than the right one. The solid lines shown in the plot delimit the points attained, respectively, in at least one run (grand-best attainment
surface) and in every run (grand-worst attainment surface) by any of the two optimisers. Any difference between the optimisers is located between these two
lines. The dashed lines, which are different on each side, delimit the points attained in 50% of the runs (median attainment surface) of the optimiser shown in
that side.

doi:10.1371/journal.pone.0136406.g002

Fig 3. Navigation experiment. Differences between the EAFs of the multi-objective approach and the single objective approach with weighted fitnessNγ

and varying weight γ between components (see caption of Fig 2 for an explanation of the EAFs difference).

doi:10.1371/journal.pone.0136406.g003
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because the robot does not need to determine whether the turn is on the left or on the right.
However, despite optimal with respect to the single-objective function, this strategy trades the
avoidance speed with the exploration abilities in the maze. In fact, the robot remains trapped in
some parts of the circuit because it is unable to correctly negotiate both left and right turns.
Evolving the neural network controllers withNT produces only behaviours of this kind, which
we will refer to as quick-avoidance behaviours. An example of this behavioural strategy is pro-
vided by S1 Video.

Multiple scalarizations withNγ provide an approximated Pareto set, but are not able to
cover the whole front [24]. On the contrary, the MOO approach explores the objective space
widely and provides a better approximation of the Pareto set, therefore producing behaviours
of different kind that optimise different trade-offs ofNO andNF (see also Fig 4a). By observing
the behaviour corresponding to the different solutions found, we can identify mainly four
categories:

i. the solutions that maximiseNO only, which correspond to controllers that make the robot
move fast, but do not present any obstacle avoidance ability;

ii. the solutions that maximiseNF only, which correspond to controllers that keep the robot
away from obstacles, but do not present any navigation ability;

iii. the solutions that mainly maximiseNO, possibly at the cost of a lowerNF, which corre-
spond to controllers producing the quick-avoidance behaviour described above;

iv. the solutions that mainly maximiseNF at the cost of a lowerNO, which correspond to
robots that move following the closest wall, either on the left or on the right. This wall-fol-
lowing behaviour leads to a very good exploration of the maze, which can be performed at
the cost of a reduced speed in order to keep a constant distance from the wall (see also S1
Video).

For the engineering of good navigation in a maze, the MOO approach has the advantage of
providing a varied set of possible solutions in each evolutionary run. Some of the evolved
behaviours are not useful for navigation purposes, such as those belonging to the categories (i)
and (ii) described above. However, the wall-following behaviour clearly outperforms the quick-
avoidance behaviour in terms of exploration of the maze, and represents the natural choice
that would be made a posteriori by a designer interested in good maze-navigation strategies.

Fig 4. Navigation experiment. (a) The exploration ability of the evolved controllers with the MOO and the SOO approaches. Each dot represents a solution
in the objective space, and the darkness of the circle corresponds to the exploration performance, measured as the fraction of the maze that was effectively
covered by the robot. (Left) Solutions obtained with MOO. (Centre) Solutions obtained with SOO usingNT. (Right) Solutions obtained with SOO usingNγ for
every γ 2 {0.2,0.4,0.5,0.6,0.8}. (b) Empirical tail distribution of exploration performance, that is, probability that the exploration performance is larger than a
given performance threshold τ.

doi:10.1371/journal.pone.0136406.g004
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This gives MOO an advantage over SOO approaches that can be quantified. To this purpose,
we compute an exploration performance value that measures the exploration abilities of the
best evolved solutions by looking at the percentage of the maze that is visited by the robot in a
sufficient amount of time to cover the full length of the circuit. Fig 4a shows the exploration
performance for all the solutions obtained with MOO and SOO. Note that we consider all the
solution obtained withNγ as a unique experimental condition, in the attempt to approximate
the Pareto set by systematically varying γ. The best controllers have been chosen in the MOO
case from the approximated Pareto set of the different evolutionary runs, while in the SOO
case they where selected as the solutions with the highest average performance. This corre-
sponds to the choice one would make a priori when selecting or discarding solutions from the
last population, as described in S1 Text. Fig 4a shows that all the best solutions of the SOO
approach withNT present poor exploration, as they all belong to the quick-avoidance category.
Similarly for the case of SOO withNγ, even though a few solutions with good exploration can
be observed. Instead, in the MOO case, a large fraction of solutions provide a good exploration,
suggesting that the wall-avoidance behaviour was often discovered.

Given that the MOO approach produces much more solutions than the SOO approach, we
can compare their efficiency by looking at the probability of obtaining a solution presenting a
good exploration behaviour. We estimate this probability by computing the fraction of evolved
solutions that present an exploration performance higher than a threshold τ, at varying τ. We
plot this probability as an empirical tail distribution (i.e., the complementary of the cumulative
distribution function) in Fig 4b. We note thatNT produces only solutions that visit less than
20% of the maze, which corresponds to poor exploration abilities. For larger τ, the probability
of obtaining good navigation behaviours is higher for the MOO approach than forNγ, which
only occasionally produces the wall-following behaviour. Thus, we conclude that MOO deliv-
ers better results for what concerns the diversity of behaviours evolved, even when compared
against a scalarization approach exploring various values of γ. In this particular case, better
exploration also corresponds to the discovery of desired solutions that could not be easily
obtained with the SOO approach.

4 Case Study: Flocking
Flocking is a standard behaviour extensively studied in swarm intelligence and swarm robotics.
It requires that independent, autonomous agents in a group move coordinately on the basis of
local information only. By observing the dynamics of bird flocks and fish schools, several theo-
retical models have been developed to describe the individual rules underlying coordinated
motion [60, 61]. Generally speaking, three simple rules are sufficient: (i) collision avoidance,
(ii) flock centering and (iii) velocity matching. The first two rules provide the means to achieve
and maintain cohesion in the group, because agents are attracted to each other while maintain-
ing a safety distance. Velocity matching instead makes an agent orient itself in the average
direction of the neighbours, eventually leading to the alignment of all individuals, which is nec-
essary for efficient groupmotion. The execution of these rules is possible on the basis of local
information only—distance, bearing and heading of close neighbours—and is sufficient for the
establishment and maintenance of coordinated motion.

The evolution of a coordinated motion behaviour represents a prototypical case in which
the desired behaviour of the group is well understood, but a fitness function to evolve it is not
available (see for instance [62, 63] for two alternative approaches). The description of the flock-
ing behaviour naturally yields to a multi-objective formulation: the group must move as far as
possible (maximise motion) while keeping coherence (maximise cohesion). These can be con-
sidered as “proxies” to guide the evolutionary search toward desired solutions. We therefore
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decided to contrast a MOO approach using these two metrics with the SOO approach derived
from scalarization through weighted average of the two proxies (see Section 4.1 for details).
Ten robots are initialised within a circle of 1 m radius with random position and orientation
(see Fig 5). The robots use their coloured LEDs to display a left-right pattern that provides
some information on their heading, which can be used for aligning the motion direction. A
complete description of the experimental setup for this case study is available as supplementary
material in S1 Text, while the obtained results are discussed in Section 4.2.

4.1 Motion and cohesion objectives and fitness function
In order to reward motion and cohesion in a group, the simplest way is to rely on the absolute
positions of the robots, which are available in our simulation environment. At the beginning of
a trial, robots are placed within a circle of 1 m radius, choosing their position and orientation
at random. To reward group motion, it is sufficient to look at the displacement of the centre of
mass of the group during a fixed-duration trial:

Fm ¼ k X̂ðTÞ � X̂ð0Þ k
DmðTÞ

; ð7Þ

where X̂ðtÞ is the position of the centre of mass at time t, Dm(t) is the maximum distance a sin-
gle robot can travel in t seconds, and T is the length of a trial. Cohesion instead is maximised
when the average distance of the robots from the centre of mass of the group is minimised:

F c ¼ max 0; 1� 1

N

X
i

k XiðTÞ � X̂ðTÞ k
dm

 !
; ð8Þ

where Xi(t) is the position of robot i at time t, N is the total number of robots, and dm is the
maximum tolerated distance. Cohesion is computed at the end of the trial, assuming that the
group must remain aggregated for the whole duration of the trial (and possibly beyond it).

Also in this case, we can obtain a single-objective formulation from the two above objectives
through a scalarization:

F g ¼ gFm þ ð1� gÞF c; ð9Þ

with γ 2 [0, 1]. To properly select the weight γ, we would need to know a priori the relative
importance of the two components of the fitness. Since this relative importance is generally
unknown, the standard approach is therefore to systematically vary γ. Consistently with the
previous case study, we provide here the results for γ 2 {0.2,0.4,0.5,0.6,0.8}.

4.2 Results
We again followed the methodology described in Section 3.2 and detailed in S1 Text. The
results of the comparison between the different approaches is presented in Fig 6. Generally
speaking, the MOO approach outperforms the SOO approach with Fγ, presenting a higher
probability of attaining all regions of the objective space (Fig 6a). If we look at the comparison
with specific values of γ as shown in Fig 6b to 6f, only for γ� 0.6 the differences fall below 60%
in favour of the MOO approach for most of the objective space (see Fig 6e). By contrast, the
choice of γ = 0.5 (the natural choice one would make without any a priori knowledge) results
in poor performance, with most of the objective space attained by the MOO approach with at
least 60% more probability than the SOO approach. The reason is that low values of γ bias the
search towards solutions presenting high cohesion and no motion. These solutions behave as
local optima from which it is difficult to escape, even when more importance is given to the
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motion objective Fm with higher values of γ. Indeed, solutions providing only cohesion and no
motion are obtained also with γ = 0.8.

The performance argument alone gives already a point in favour of the MOO approach, as
it proves capable of attaining more frequently all areas of the objective space. However, not all
possible trade-offs correspond to good coordinated motion behaviours. From an engineering
perspective, those solutions providing low motion or low cohesion should not be retained: the
former correspond to packed groups that do not move, the latter correspond to groups that
split by moving in multiple directions. It is therefore useful to look at the probability of produc-
ing acceptable solutions by using the SOO and MOO approaches. To this purpose, we examine
the attainment surfaces of both approaches as they give an absolute indication about the algo-
rithm ability to produce solutions with a given trade-off between the objectives (Fig 7). Here,
we compare the MOO approach with the SOO approach aggregating all values of γ. While the
best attainment surfaces are comparable, the probability of producing solutions that maximise
both objectives at the same time is lower for the single-objective approach. With the MOO
approach, even the worst attainment surface contains solutions that feature reasonably good
cohesion and motion. This indicates that the MOO approach can produce good solutions in
every run, thanks to a wide exploration of the objective space, which is prevented by a single-
objective approach. Additionally, also in this case it is possible to observe different kinds of
behaviours evolved with the MOO approach, similarly to what was shown in Section 3 (refer
also to [64]). Some of the evolved behaviours are available as supplementary material in S2
Video.

5 Case Study: a Strictly Collaborative Task
This last case study is dedicated to a strictly collaborative task, that is, a task in which collabora-
tion among multiple robots is strictly necessary. In other words, there are no other possibilities
than success—when a fruitful collaboration is established—or failure. The notion of strictly col-
laborative tasks has been introduced by Alcherio Martinoli and collaborators in the context of
the “stick-pulling experiment” [23]. In this experiment, robots had to pull a long stick out of
the ground, and the collaboration of two robots was necessary as the stick was too long to be

Fig 5. Setup of the flocking experiment. Ten robots are initialised randomly within a circle of 1 m radius
(see grey circle) with random orientation. Each robot displays a coloured left-right pattern with red and blue
LEDs to provide information about its heading direction (see S1 Text for more details). Experiments are
performed in simulation [21].

doi:10.1371/journal.pone.0136406.g005
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extracted by a single robot. They designed a behaviour-based controller and studied the perfor-
mance of the system in terms of the number of pulled-out sticks after a fixed amount of time.
Their proposed solution is based on a timeout mechanism: robots explore the arena and wait
for teammates when they encounter a stick to be extracted; if no teammate arrives within a
given time interval, a timeout is triggered so that the robot abandons the stick and resumes
exploration. By appropriately tuning the waiting time, the performance of the system can be
optimised. Inspired by this experiment, we present a strictly collaborative task in which we use
beacon lights to be switched off instead of sticks to be pulled out from the ground. Beacons are
made by red LEDs positioned over cylindrical obstacles and are perceived by the robots

Fig 6. Flocking experiment. Differences between the EAFs of the MOO approach and the SOO approach with weighted fitnessFγ. (a) Comparison with the
combined results of all scalarizations. (b-f) Comparison for specific values of the weight γ between components (see caption of Fig 2 for an explanation of the
EAFs difference).

doi:10.1371/journal.pone.0136406.g006
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through their omnidirectional camera (see Fig 8). A beacon is switched off automatically when
at least n robots are close enough at the same time, therefore enforcing the need for collabora-
tion. The details of the experimental setup are available as supplementary material in S1 Text.

The evolution of collective behaviours for strictly collaborative tasks is not trivial. The com-
plexity of such tasks depends on the ratio between the numberM of objects to be processed
(sticks or beacons) and the number N of robots in the group, and non-trivial strategies are
required when N/M� 1. In this study, we introduce an additional parameter to control the

Fig 7. Flocking experiment. Attainment surfaces of (a) the MOO approach and (b) the SOO approach for all values of γ. The k%-attainment surfaces shown
in the figure allow visualising the EAF over the objective space [59]. As explained earlier, the EAF indicates the (estimated) probability of dominating a point in
the objective space in a single run of an algorithm. A k%-attainment surface denotes the Pareto front of the points that have been attained by (dominated by
or equal to) at least k%of the runs, that is, the points that have a value of at least k/100 of the EAF. Hence, the worst attainment surface indicates the Pareto
front of the points that have been attained in 100% of the runs. Conversely, the best attainment surface indicates the Pareto front of the points that have been
attained by at least one run. More details on the EAFs are available as supplementary material in S1 Text.

doi:10.1371/journal.pone.0136406.g007

Fig 8. Setup of the strictly collaborative task experiment. The image shows a view of the arena in which
both robots and beacons are visible. Some beacons have been already switched off, while it is possible to
see that two robots are waiting for collaboration from a third one that is approaching. Experiments are
performed in simulation [21]. Some examples of the evolved behaviours for both n = 2 and n = 3 are available
as supplementary material in S3 Video.

doi:10.1371/journal.pone.0136406.g008

Task-Specific Multi-Objective Optimisation in Evolutionary Robotics

PLOS ONE | DOI:10.1371/journal.pone.0136406 August 21, 2015 18 / 27



task complexity, that is, the number of robots n required in a single collaboration, which we
refer to as the collaboration level. In this way, we can vary the task complexity and observe its
bearing on the evolvability of collaborative strategies.

A delicate aspect of strictly collaborative tasks is that the intrinsic measure of performance
—the number of pulled-out sticks or switched-off beacons—does not offer much gradient for
evolutionary optimisation as long as some form of collaboration is not in place. Indeed, either
robots know how to collaborate, and therefore their performance reflects their ability, or they
do not, and in this case they would score a null fitness. This means that the evolution of con-
trollers for strictly collaborative tasks may be affected by the bootstrap problem, because it is
very likely that randomly generated solutions do not correspond to any collaboration ability. In
this section, we demonstrate that it is possible to bypass the bootstrap problem and provide a
performance gradient for evolutionary optimisation by exploiting MOO as a process helper
through the introduction of some ancillary objective that can guide evolution in the early
phases. In Section 5.1, we introduce the main and ancillary objectives for our strictly collabora-
tive task, while the obtained results are presented in Section 5.2.

5.1 Main and ancillary objectives in strictly collaborative tasks
As mentioned above, the task we have defined requires that N = 6 robots collaborate to switch
offM = 18 beacons, randomly scattered in a circular arena (radius: 6 m). The beacons are auto-
matically switched off when at least n robots are within a radius rv = 25 cm from the beacon.
The intrinsic performance metric for this task corresponds to the fraction of switched-off bea-
cons at the end of a trial:

Sc;n ¼ jB0ðTÞj
M

; ð10Þ

B0ðtÞ ¼ fb; sbðtÞ ¼ 0; b ¼ 1; . . . ;Mg; ð11Þ

where B0(t) represents the set of beacons b whose status sb(t) is off at time t, and T is the length
of a trial. The state of a beacon is always on (sb = 1) unless at least n robots are close enough at
the same time:

sbðtÞ ¼ 0 ,
9A0 � A; jA0j ¼ n

9t0 � t 8i 2 A0 di;bðt0Þ � rv
; ð12Þ

(

where A0 is a subset of cardinality n of the set of robots A, and di,b(t) = kXi(t) − Xb(t)k is the
euclidean distance between robot i and beacon b. Similarly to [23], Sc,n represents the collabo-
ration rate within a trial of length T. Behaviours in [23] were designed by hand. Here, we use
Sc,n as the fitness function to evolve behaviours in the SOO approach, and we test it with two
collaboration levels (i.e., n = 2 and n = 3) to explore different task complexities.

Single-objective evolution with Sc,n is affected by the bootstrap problem, as will be shown in
Section 5.2. To overcome this problem, we resort to multi-objectivisation by adding an ancil-
lary objective that is somehow related to the task. To this purpose, we note that collaborations
can be obtained if robots are capable of visiting multiple beacons during a trial. Indeed, if a
robot stops at the first encountered beacon and never leaves, it is very likely that the group will
end in a deadlock condition in which all robots are waiting at different beacons and no collabo-
ration takes place. Therefore, a robot must be capable of visiting multiple beacons during a
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trial. We compute this exploration performance as follows:

Sv ¼ 1

N

X
i

jViðTÞj
M

; ð13Þ

ViðtÞ ¼ fb; min
t0�t

di;bðt0Þ � rvg; ð14Þ

where Vi(t) is the set of beacons visited by robot i at time t. A beacon b is considered visited by
robot i if the minimum distance achieved from the beacon is less than rv. By visiting multiple
beacons, the robots maximise their exploration abilities. However, a robot needs to remain
close to a beacon for some time in order to establish a collaboration with its teammates. There-
fore, a tradeoff is present between the maximisation of the exploration ability and the waiting
time for collaboration. The MOO approach is most suited to explore this tradeoff and eventu-
ally provide solutions capable of maximising Sc,n, which remains our main goal.

5.2 Results
As mentioned above, we study two different task complexities by setting the collaboration level
to n = 2 and n = 3. We run single-objective evolution using Sc,n as fitness function. For each
evolutionary run, we first observe the trend of the fitness of the best individual in the popula-
tion during the evolutionary optimisation, as shown in Fig 9. We notice that the bootstrap
problem only mildly affects evolution with n = 2. Several evolutionary runs do show a flat fit-
ness surface for many generations, which indicates that the whole population scored a null fit-
ness. However, by random drift, some solutions with non-null fitness appeared and
optimisation rapidly started. This indicates that the bootstrap problem exists, but is not too
severe. On the contrary, when n = 3 the situation is worse, as can be seen in the bottom part of
Fig 9. Most of the evolutionary runs suffered of the bootstrap problem, and present a very flat
fitness surface. Only a minority of runs were able to discover a suitable strategy that was opti-
mised through the generations. This also indicates that there exist possible solutions to the pro-
posed problem, but they are not easily obtained by a SOO approach.

Once confirmed the existence of the bootstrap problem, in both a mild and severe version, it
is worth comparing the performance of the MOO approach with respect to the SOO one. We
are interested in studying whether multi-objective evolution is capable of producing solutions
as efficient as those evolved in the single-objective case (especially for n = 2) and whether the
bootstrap problem can be bypassed by systematically evolving good solutions in every evolu-
tionary run (especially for n = 3). The results of the comparison for n = 2 are shown in Fig 10a
and 10b. By looking at the difference between the EAFs of the MOO and SOO approaches (Fig
10a), we can observe that the second objective does not prevent to evolve good quality solu-
tions. Indeed, both approaches similarly attain the regions of the objective space where Sc,2 is
maximised. Additionally, the MOO approach also finds solutions that provide good explora-
tion abilities to the robots by maximising Sv, which cannot be achieved by the SOO approach.
This also confirms the existence of a tradeoff between Sc,n and Sv and therefore supports the
usage of a MOO approach instead of a scalarization of the two objectives, which may result in
poor solutions, as we have discussed in the previous case studies. The similarity in performance
between the MOO and SOO approaches is also confirmed by looking at Fig 10b, which shows
the performance of the best evolved controllers for each run computed over 500 different trials.
We can therefore conclude that the mild bootstrap problem observed when n = 2 can be effi-
ciently overcome by both approaches, and no substantial difference in performance can be
observed between the two with respect to Sc,2.
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The situation is completely different when the bootstrap problem becomes severe, as is the
case for n = 3. The comparison between MOO and SOO shown in Fig 10c and 10d demon-
strates that the ancillary objective Sv is definitely helpful. Indeed, the EAF differences shown in
Fig 10c demonstrate a strong advantage of the MOO approach in every area of the objective
space. Similarly, the performance comparison among the best evolved individuals shown in Fig
10d indicates that suitable solutions are obtained in every evolutionary run with MOO, which
means that the bootstrap problem is bypassed thanks to the introduction of the second objec-
tive. Indeed, Sv allows guiding the evolutionary optimisation when there is no fitness gradient,

Fig 9. Strictly Collaborative Task. Fitness of the best individual across generation for all evolutionary runs,
for n = 2 (top) and n = 3 (bottom). Note that the maximum fitness achievable with n = 3 is lower than with n = 2,
due to the increased complexity of the task.

doi:10.1371/journal.pone.0136406.g009

Fig 10. Strictly Collaborative Task. Left: Differences between the EAFs of the MOO and the SOO approaches (see caption of Fig 2 for an explanation of
the EAFs difference). Right: performance of the best individuals from the different evolutionary runs with respect to Sc,n, ordered by decreasing median and
mean performance.

doi:10.1371/journal.pone.0136406.g010
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because exploration is a beneficial ability to promote collaborations. In this case, random drift
alone is not sufficient to produce good solutions, at least not systematically in every run. We
can conclude that MOO is a more reliable approach to produce satisfactory behaviours in
every evolutionary run, thanks to the ability to bypass the bootstrap problem.

6 Discussions and Conclusions
The studies presented in this paper clearly demonstrate how beneficial can be the use of MOO
in an evolutionary robotics context. From the experiments we performed, the overall conclusion
is that MOO is the choice to be made whenever no a priori knowledge is available about the
problem to be solved, because MOO allows a wider search of the space of possible solutions,
provides higher evolvability and removes the constraints introduced by custom-tailored formu-
lations of the fitness function. We do not claim that MOO should be used in any case. Indeed,
we also show that single-objective evolution is more powerful when a good fitness function is
available a priori, because the search effort is focused on the maximisation of the solution per-
formance in a one-dimensional objective space. Instead, MOO diffuses the search effort to ade-
quately approximate the whole Pareto front in a high-dimensional objective space.
Consequently, MOOmay require more generations to match the quality of the SOO approach
with respect to an a priori fitness function. This explains the slight advantage of SOO over
MOO that was detected in certain conditions of the experiments presented in this paper. We
predict that this advantage would fade by running the evolutionary algorithms for more genera-
tions. However, in evolutionary robotics is often the behaviour that has primacy over the perfor-
mance score, and we have shown that the MOO approach can produce a varied set of strategies
to solve a given problem. A similar variety of strategies could be achieved with the SOO
approach by exploring multiple trade-offs through several independent scalarizations, even
though this approach has several limitations especially when the Pareto set is concave [24].
However, our experiments have shown that, in the context of evolutionary robotics, the MOO
approach produces a better approximation to the Pareto front at a lower computational cost.

Furthermore, the availability of a good fitness function is rather exceptional in evolutionary
robotics. It is fair to admit that much of the past research in evolutionary robotics concealed
the laborious process of finding the right fitness function and experimental design before
obtaining good results. We claim that this burden can be very much alleviated by resorting to
MOO, because it disentangles several problematic issues:

- With SOO, it is difficult to find the correct trade-off between multiple behavioural terms
that represent the desired behaviour of the robotic system, which may have different and
non-comparable scales (e.g., varying non-linearly). Trade-offs are not an issue in MOO,
because all of them are naturally explored.

- With SOO, premature convergence to local optima must be carefully dealt with. In
MOO, local optima are less problematic because there are several possible evolutionary
paths to be exploited. Different evolutionary paths correspond to the emergence of beha-
vioural capabilities that can be attained even at the expense of other capabilities, therefore
allowing the evolution of diverse behavioural strategies.

- With SOO, the bootstrap problem can be a severe limitation in the usage of simple fitness
functions related to task performance, above all when reward is sporadic or conditioned
to the existence of preliminary behavioural capabilities, such as the ability to communi-
cate and collaborate. In MOO, task performance can be optimised exploiting the guidance
from ancillary objectives that contribute to the evolution of the behavioural pre-requisites
necessary for task achievement.
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From an engineering perspective, MOO represents a valid methodology to synthesise a wide
set of potential solutions to a given robotics problem. A common criticism to MOO approaches
is that eventually a single solution must be selected, therefore part of the design process is any-
way arbitrarily driven by the designer. This is actually a feeble argument, because the suppos-
edly arbitrary choice can be made on a limited set of Pareto-optimal solutions and can exploit
the available information on the trade-offs they optimise. Additionally, in evolutionary robot-
ics, the detailed analysis of several obtained solutions is common practice even within the SOO
approach. The individuals produced during an evolutionary run are evaluated for the ability to
generalise to a wide range of environmental conditions, which are loosely sampled during the
optimisation process. More than being a generalisation test, this is actually the verification that
the evolved solutions meet the design requirements. A similar verification process is necessary
also with the MOO approach, but in this case one can limit the analysis to the Pareto set.

To conclude, we strongly believe that the usage of MOO in evolutionary robotics has more
advantages than drawbacks, and should therefore be promoted whenever the need of multiple
objectives arises. Future work should be focused on collecting more results on the advantages
of MOO over SOO in several test-cases, therefore leading to the establishment of a multi-objec-
tive methodology for evolutionary robotics. We tested a relatively simple MOO algorithm that
differs only from its SOO counterpart on the selection step, and a more detailed experimental
analysis would be required to establish good guidelines for the choice of the MOO algorithm
and its parameters. Additionally, the interaction of MOO with other design choices providing
selective pressures must be considered [3]. For instance, important design choices correspond
to the definition of the robot configuration or of the genotype-to-phenotype mapping [7, 64].
Some aspects of these choices can be delegated to evolutionary optimisation in the form of
additional objectives, and studies going in this direction have been mentioned in Section 2.
Obviously, adding an arbitrary number of objectives would hinder the quality of the obtained
results simply by the fact that increasing the number of conflicting objectives leads to a higher
fraction of the objective space becoming Pareto-optimal, and the difficulty then lies on choos-
ing a solution rather than on finding it [56, 65]. However, a more systematic study of the differ-
ent design choices in a multi-objective perspective is required.

Finally, some effort must be dedicated to extend the methodology to realistic, application-
driven scenarios. In this respect, the possibility to address also the simulation-to-reality gap
within a multi-objective approach [35] represents a further demonstration of the potentials of
MOO for pushing forward evolutionary robotics research. Another under-explored aspect is
interactive MOO [19, 20]. Some research on interactive evolution in robotics has been per-
formed to date [49, 50, 66–68]. However, this is a very human-intensive task that requires
robotic designers to explicitly select the genotypes that would reproduce. By contrast, interac-
tive MOO allows designers to progressively articulate their preferences with respect to the
evolving behaviour by examining (some) Pareto-optimal solutions produced while running a
multi-objective evolutionary algorithm, in order to focus the search in the most interesting
regions of the objective space. Hence, it could be possible to include within the design process
the intrinsic subjectivity of the evolution of robotics behaviours.

Supporting Information
S1 Text. Experimental methods. The document describes in detail the experimental proce-
dures for comparing MOO and SOO approaches. Additionally, the experimental setup is fully
described with details about the robots, the simulation framework and the evolutionary experi-
ments.
(PDF)
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S1 Video. Navigation experiment. This video refers to the first case study on navigation in a
maze, and shows the differences between the wall-following and quick-avoidance strategies.
Size: 2.8 MB, MPEG-4 (H.264 codec).
(MP4)

S2 Video. Flocking experiment. This video refers to the flocking case study, and shows differ-
ent types of flocking behaviour evolved. Size: 4.4 MB, MPEG-4 (H.264 codec).
(MP4)

S3 Video. Strictly collaborative task. This video refers to the case study on the strictly collabo-
rative task, and shows the evolved behaviour for two different collaboration levels. Size: 15.7
MB, MPEG-4 (H.264 codec).
(MP4)
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