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A B S T R A C T   

The efforts made to prevent the spread of COVID-19 face specific challenges in diagnosing COVID-19 patients 
and differentiating them from patients with pulmonary edema. Although systemically administered pulmonary 
vasodilators and acetazolamide are of great benefit for treating pulmonary edema, they should not be used to 
treat COVID-19 as they carry the risk of several adverse consequences, including worsening the matching of 
ventilation and perfusion, impaired carbon dioxide transport, systemic hypotension, and increased work of 
breathing. This study proposes a machine learning-based method (EDECOVID-net) that automatically differen-
tiates the COVID-19 symptoms from pulmonary edema in lung CT scans using radiomic features. To the best of 
our knowledge, EDECOVID-net is the first method to differentiate COVID-19 from pulmonary edema and a 
helpful tool for diagnosing COVID-19 at early stages. The EDECOVID-net has been proposed as a new machine 
learning-based method with some advantages, such as having simple structure and few mathematical calcula-
tions. In total, 13 717 imaging patches, including 5759 COVID-19 and 7958 edema images, were extracted using 
a CT incision by a specialist radiologist. The EDECOVID-net can distinguish the patients with COVID-19 from 
those with pulmonary edema with an accuracy of 0.98. In addition, the accuracy of the EDECOVID-net algorithm 
is compared with other machine learning methods, such as VGG-16 (Acc = 0.94), VGG-19 (Acc = 0.96), Xception 
(Acc = 0.95), ResNet101 (Acc = 0.97), and DenseNet20l (Acc = 0.97).   

1. Introduction 

The coronavirus disease 2019 (COVID-19) originated in Wuhan in 
China and has spread rapidly worldwide since December 2019, causing 
a global panic. COVID-19 has been declared a Public Health Emergency 
of International Concern by the World Health Organization (WHO) [1, 
2]. According to the specifications published by the World Health Or-
ganization, as of May 16, 2021, more than 163 million 
laboratory-confirmed cases of COVID-19 had been documented globally 
[3], with patients often exhibiting pulmonary parenchymal opacity on 
chest radiography. In a relatively high proportion of individuals, 

COVID-19 has resulted in complications, such as acute respiratory dis-
eases, heart difficulties, secondary infections, and considerable 
mortality. 

Early detection and treatment in severe cases is the key to reducing 
mortality, yielding favorable outcomes, and mitigating the potential 
spread and impact of infections [1]. 

One of the significant challenges that have garnered significant 
attention is the difference between the lung injuries caused by COVID- 
19, pulmonary edema, and other cases in CT images. It was observed 
from early descriptions of COVID-19-related respiratory failure that 
some patients experienced hypoxemia disproportionate to the reported 
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dyspnea or level of radiographic opacity, with greater typical respiratory 
system compliance and less work of breathing. One of the ideas that 
have attracted much attention, especially on social media and medicine, 
is the notion that COVID-19-induced lung injury is more similar to 
pulmonary edema and has led to further speculation that therapies 
commonly used to prevent and treat pulmonary edema, other acute 
altitude sicknesses, and may benefit patients with COVID-19-induced 
lung injuries. However, a review of the pathophysiology of pulmonary 
edema and a close examination of the mechanisms of action of the drugs 
used to treat pulmonary edema should make it clear that the COVID-19- 
induced lung injury is not comparable to pulmonary edema and that 
treatments used for pulmonary edema have no benefit for a patient with 
COVID-19 but make it worse [4,5]. 

However, pathological studies in pulmonary edema and studies of 
effective mechanisms and drugs for managing the pulmonary edema 
disease are not effective in patients with COVID-19, and some cases are 
even harmful, leading to injury to the patient. Therefore, it can be 
concluded that despite the similarities between pulmonary edema and 
COVID-19 in clinical characteristics, such as hypoxemia, radiography 
opacities, and modified lung compliance, the pathophysiological 
mechanisms of pulmonary edema and COVID-19 in the lungs are 
essentially different, and the diseases cannot be viewed as equivalent. As 
systemically administered pulmonary vasodilators and acetazolamide 
are effective in treating pulmonary edema, they should not be used to 
treat COVID-19 because they have a number of side effects, including 
worsening the matching of ventilation and perfusion, impaired carbon 
dioxide transport, systemic hypotension, and increased work of 
breathing [6]. 

Thousands of images per patient are generated in current clinical 
practices, making it cumbersome for physicians to analyze all the data 
[7,8]. In addition, human interpretation of medical images can produce 
errors so that not all information in the image is recognized. The ad-
vances made in computer systems allow drawing on the expertise of 
radiologists to extract information from medical images [9,10]. Given 
the rapid spread of COVID- 19, using machine learning algorithms to 
process chest CT scans might help identify and define the clinical 
characteristics and severity of the disease [11,12]. Although CT provides 
rich pathological information, only a qualitative assessment was made 
in the radiological reports, as there are no computer-aided tools for 
precise quantification of the infection regions and their longitudinal 
changes [13]. Developing computer vision systems supports medical 
applications, such as increasing image quality, organ segmentation, and 

organ texture classification [14,15]. Many papers have been published 
in recent years (2019–2021) about the automatic detection of COVID-19 
using CT scan images and machine learning algorithms to distinguish 
patients with COVID-19 from non-infected patients [16]. 

This paper used computational methods and CT scan images of the 
lungs to differentiate the COVID-19 disease from lung edema. 
EDECOVID-net that automatically distinguishes the CT images con-
taining COVID-19-induced infections from those induced by edema is 
proposed for this purpose. In addition, we used some machine learning 
algorithms, such as VGG-16, VGG-19, Xception, ResNet101, and Den-
seNet201, to classify these two diseases. Finally, we compared the per-
formance of these algorithms in diagnosing the type of disease, 
examining the results in depth in the Discussion section (Fig. 1). 

2. Patients and methods 

2.1. Patients 

Patients with flu-like symptoms with the initial diagnosis of COVID- 
19 were selected for the study regardless of their demographic charac-
teristics, such as age and sex. High-resolution CT (HRCT) scans of the 
patients were taken. Inclusion criteria for each patient were confirma-
tion of COVID-19 by RTPCR test that distinguished them from patients 
with lung edema. Imaging was performed for patients with COVID-19 
between 3 and 6 days after the disease onset, from early 2020 to April 
2020. The inclusion criteria for patients with pulmonary edema were as 
follows:  

● Negative RT-PCR test,  
● No fever,  
● Ground glass opacities,  
● Interlobular septal thickening,  
● Bilateral bronchovascular bundle thickening. 

Exclusion criteria for patients with pulmonary edema were as 
follows:  

● Low image quality due to motion artifact,  
● Close contact with an RT-PCR positive patient over the past two 

weeks,  
● Clinical suspicion of mixed lung infections,  
● Clinical suspicion of drug-induced lung injury. 

Fig. 1. Flowchart of this study.  
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A total of 254 COVID-19 patients were investigated, with 141 men 
and 113 women (mean age ± standard deviation of 50.22 ± 10.85 
years). A total of 163 individuals with edema were included in the study, 
96 males and 67 women (mean age ± standard deviation of 61.45 ±
15.04 years). The gender distribution in the COVID-19 and edema 
groups did not differ significantly (P > 0.05). The COVID-19 group’s 
mean age, on the other hand, was significantly lower than the edema 
group (P > 0.001, Table 1). 

Thirteen thousand seven hundred seventeen imaging patches, 
including 5759 COVID-19 and 7958 edemata, were extracted via CT 
imaging by a specialist radiologist. The COVID-19 dataset was divided 
into 3455, 1152, and 1152 as training, testing, and validation datasets, 
respectively. The edema dataset was divided into 4774, 1592, and 1592 
for training, testing, and validation, datasets, respectively. 

2.2. Database acquisition 

The computer-extracted image features were identified with 
different prognoses for suspicious nodules on the chest CT scan. To 
achieve a reliable and extendable conclusion, 417 cases were obtained 
from the Shariati Hospital and Taleghani Hospital of Tehran (both 
affiliated with the Shahid Beheshti University of the Medical Sciences). 
A histopathologic confirmation available for every patient was consid-
ered to ensure whether the patient had COVID-19 or edema. The number 
of slices per scan ranged from 226 to 389, and the slice thickness of the 
CT scans ranged from l to 6 mm. The CT scan images, each slice of which 
has dimensions of 512 × 512 with a 16-bit gray resolution, were pre-
pared by Siemens with a voltage range of 120–140 kV and a current 
range of 25–40 mA concerning the patient’s condition. 

2.3. Pre-processing 

An experienced radiologist reviewed the CT scan images after mak-
ing gray-scale images. Next, slices showing symptoms of the disease 
were selected from the CT scan image. Fig. 2 shows an example of im-
ages of patients with COVID-19 and edema. 

Other pre-processing techniques have been performed on lung CT 
scans to improve their quality for better diagnostic results. This stage is 
important because the lungs contain several structures that can make it 
difficult to diagnose accurately. There are diverse pre-processing 
methods including, linear interpolation [17], middle filter [18], 
morphological operation [19], Gaussian filter [20] and weight addition 
filter [21]. A gradient filter was used to improve the quality of CT scan 
images. Filtering involves a neighborhood (usually a small rectangle) 
and a predefined operation performed on pixels of the image in that 
neighborhood. The filtering operation creates a new pixel whose co-
ordinates equal the coordinates of the neighborhood center and whose 
value equals the result of the filtering operation. The processed (filtered) 
image is executed as the center of the filter is placed on each pixel of the 
input image [22,23]. 

As an approximation of the gradients, the pixel intensity differences 
of the horizontal and vertical neighboring pixels of the input image are 
first determined. The computed gradients of the darker region are 
enhanced as follows: 

qh(x) = fh(x).L(f (x); β, τ) (1)  

qv(x) = fv(x).L(f (x); β, τ) (2)  

where x represents the pixel position, f(x) indicates the input image’s 
intensity, fh(x) and fv(x) are the input image’s horizontal and vertical 
gradients, respectively. Also qh(x) and qv(x) are the horizontal and 
vertical enhanced gradients, respectively, and L(f(x); β, τ) is an 
enhancement function. In this work, the enhancement function is con-
structed with two parameters β and τ, as follows: 

L(ξ; β, τ) =

⎧
⎨

⎩

β − 1
1τ2 ξ2 −

β − 1
τ ξ + β (ξ ≤ τ)

1 (ξ ≥ τ)
(3)  

where ξ is the pixel intensity. This enhancement function increases the 
gradient if the related pixel intensity is 0. For the intensity higher than τ, 
the amplification ratio is unity. This enhancement function aims to 
decrease the amplification ratio from 0 to τ smoothly. Parameters β and τ 
are set manually in this paper. 

2.4. Texture feature extraction 

In our study, 129 texture features were extracted from CT scan im-
ages. Higher-order statistics are used in most texture analysis methods 
[24,25]. It evaluates the relationships between various pixels at a time. 
To assess the texture in images, such methods as local binary patterns 
[26], wavelets [27], and Gabor filters [28] can be utilized. Haralick, 
Gray, absolute gradient (GRAD), Gabor, Local Binary Pattern (LBP), 
Laws texture, and Lapped texture are among the extracted features 
(Fig. 3). 

2.4.1. Haralick 
Haralick et al. [29] suggested the utilization of a gray-level co-oc-

currence matrix (GLCM) to quantify the spatial relationship between 
adjacent pixels in a picture. Haralick texture characteristics calculated 
from GLCM are frequently employed because of their simplicity and 
obvious interpretations in various applications, including lung CT scan 
analysis [30]. Haralick characteristics have become increasingly popu-
lar in medical image analysis in recent years, for example, in the analysis 
of ultrasound and MRI images of the liver and heart [31–33], X-ray 
mammography [34,35], and MRI images in the research of breast cancer 
[36,37], prostate cancer [38–40], and brain cancer [41–43]. It is also 
utilized in radiomics [44,45], a new technology that extracts a vast 
number of quantitative information from medical images and uses them 
to develop models that predict things like tumor phenotype [46], sur-
vival [47,48], and categorization [49]. 

2.4.2. Gray 
The gray texture feature introduced by Haralik et al. is a second- 

order structural feature based on the Gray-Level Cooccurrence 
Matrices (GLCMs) according to the target areas in the grayscale image. 
Five gray texture features were extracted in this work, including 
contrast, correlation, inverse difference moment, angular second 
moment, and entropy. These features are obtained using equations (4)– 
(8): 

Angular second moment: 

f =
∑N− 1

ij=0
{P(i − j)}2 (4) 

Contrast: 

f =
∑N− 1

ij=0
Pij(i − j)2 (5) 

Correlation: 

f =
∑N− 1

ij=0
Pij[

(i − μ)(j − μj)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(σi)
2
(σj)

2
√ ] (6) 

Entropy: 

Table 1 
Demographic characteristics of data.  

Characteristics COVID-19 Edema P-value* 

Age (Mean ± SD) 50.22 ± 10.85 61.45 ± 15.04 < 0.001  
Number of Females (Percentage) 113 (44.44%) 67 (40.70%) 0.600 
Number of Males (Percentage) 141 (55.56%) 96 (59.30%) 0.600  
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Fig. 2. Slices showing disease symptoms, selected by radiologist.  

Fig. 3. Heatmap showing expression values of radiomic features for COVID-19.  
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f =
∑N− 1

ij=0
Pij(− ln Pij) (7) 

Inverse difference moment: 

f =
∑N− 1

ij=0
1

Pij

1 + (i − j)2 (8)  

where f represents the output values of the functions, and i and j are the 
indices of the GLCM extracted from the image. In addition, P represents 
the probability, μ represents the mean, and σ represents SD. 

2.4.3. Absolute Gradient (GRAD) 
A set consisting of 5 texture features was calculated from each 

determined gradient matrix CT scan. The set of features consists of 
Mean, Variance, Skewness, Kurtosis, Moment. Gradient features are 
derived from a gradient matrix after calculating its histogram (His). This 
histogram is determined for gradient values extended along the range of 
values [-255, 255]. The determined gradient features are as follows [50, 
51]: 

Mean: 

f =
∑

v

His(v + 255).v
Total number of Pixels

(9) 

Variance: 

f =
∑

v

His(v + 255)(v − μ)2

Total number of Pixels
(10) 

Skewness: 

f =
∑

v

His(v + 255)(v − μ)3

Total number of Pixels
(11) 

Kurtosis: 

f =
∑

v

His(v + 255)(v − μ)4

Total number of Pixels
(12) 

Moment: 

f =
∑

v

His(v + 255)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
|v − μ|

√

Total number of Pixels
(13)  

where v is the gradient value extended within the range [-255,255]. 

2.4.4. Gabor 
The Gabor filter is widely used to extract texture features from im-

ages [52–55], which has also shown excellent performance. According 
to the past literature, the use of the Gabor texture feature performs 
better than features, such as tree-structured wavelet transform (TWT) 
features, multiresolution simultaneous autoregressive model (MR-SAR), 
and pyramid-structured wavelet transform (PWT) features [52]. In 
Gabor filters, wavelets are used, in which each wavelet receives energy 
in a specific direction and frequency, based on which feature extraction 
describes the local frequency. Thus, it can be concluded that the local 
features extract the signal energy, and thus the texture features can be 
extracted from this energy distribution [56]. 

For an input image I(x, y) of size P × Q, the transform of Gabor 
wavelet is determined using a convolution: 

Gmn(x, y) =
∑

s

∑

t
I(x − s, y − t)ψ∗

mn(s, t) (14)  

where s and t are filter parameters, and ψ∗
mn is a complex conjugate of 

ψmn that produces a set of similar functions using the rotation and 
dilation of the mother wavelet. 

ψ(x, y) = 1
2πσxσy

exp[−
1
2
(
x2

σ2
x
+

y2

σ2
y
)].exp(j2πWx) (15)  

where W is the modulation frequency, and Gabor-like wavelets are 
generated through the following generation function: 

ψmn(x, y) = a− mψmn (̃x, ỹ) (16)  

where m and n represent the scale and direction of the wavelet, 
respectively, so that m = 0, 1, …, M − 1, n = 0, 1, …, N − 1. Also, 
assuming that a > 1 and θ = nπ/N, x̃ and ỹ are also defined as follows: 

x̃ = a− m(xcos θ + ysin θ);
ỹ = a− m(− xcos θ + ysin θ) (17) 

The variables used in this work are specified as follows: 

a = (Uh/Ul)
1

M− 1,

Wm,n = amUl,

σx,m,n =
(a + 1)

̅̅̅̅̅̅̅̅̅̅
2ln 2

√

2πam(a − 1)Ul
,

σy,m,n =
1

2πtan
π

2N

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

U2
h

2ln 2
−

(
1

2πσx,m,n

)
2

√

(18) 

Our implementation is done with the following constants which are 
also common in the literature: Ul = 0.05, Uh = 0.4, s and t ranges from 
0 to 60, i.e., filter mask size is 60 × 60. 

2.4.5. Local Binary Pattern (LBP) 
By comparing a specific pixel with neighboring pixels, an LBP [57] is 

calculated as follows: 

LBPP,R =
∑P− 1

p=0
s(gp − gc)2p, s(x) =

{
1, x ≥ 0
0, x < 0 (19)  

where gc is the gray value of the central pixel, gp is the value of its 
neighbors, P is the total number of involved neighbors, and R is the 
radius of the neighborhood. If gc has the coordinates (0, 0), then gp has 
the coordinates (Rcos(2πp/P), Rsin(2πp/P)). Interpolation can approxi-
mate the gray values of neighbors that are not in the image grids. We 
assume that the image is I × J in size. A histogram is created to represent 
the texture image after recognizing each pixel’s LBP pattern. 

H(k) =
∑I

i=1
∑J

j=1 f
(
LBPP,R(i, j), k

)
, k ∈ [0,K],

f (x, y) =

{
1, x = y

0, otherwise

(20)  

where N is the maximum value of the LBP pattern. The number of spatial 
transitions (bitwise changes 0 or 1) in an LBP pattern is defined as its U 
value. 

U(LBPP,R) = |s(gP− 1 − gc) − s(g0 − gc)|

+
∑P− 1

p=1

⃒
⃒s(gp − gc) − s(gp− 1 − gc)

⃒
⃒.

(21) 

In the circular binary presentation, uniform LBP patterns relate to 
patterns with limited transition or discontinuities (U ≤ 2). In practice, a 
lookup table of 2P items is used to transform LBPP,R to LBPu2

P,R (super-
script “u2” denotes uniform patterns with U ≤ 2), which has P × (P − 1) 
+ 3 distinct output values. 

A locally rotation-invariant pattern can be defined as follows to 
obtain rotation in variance: 

LBPriu2
P,R =

⎧
⎨

⎩

∑P− 1

p=0
s(gp − gc), U(LBPP,R) ≤ 2

P + 1, otherwise
(22) 

A lookup table can be used to convert LBPP,R to LBPriu2
P,R (superscript 

“riu2” denotes rotation invariant ”uniform” patterns with U ≤ 2), which 
has P + 2 distinct output values. 
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2.5. Feature selection 

In this work, 129 texture features were extracted from CT scan im-
ages, out of which 3 of the best texture features were selected, resulting 
in an RGB (Red Green Blue) image by combining these three features. 

If ω1 and ω2 are two classes used to distinguish between COVID-19 
and edema pixels in this study, and x is a feature vector, we choose ω1 if: 

P(ω1|x) > P(ω2|x), (23) 

The difference between P(ω1|x) and P(ω2|x) determines the proba-
bility of error. When the ratio P(ω1 |x)

P(ω2 |x)
provides useful information in the 

field of discriminatory capabilities connected with an adopted feature 
vector x for the ω1 and ω2 classes. However, for existing values P(ω1|x) 

and P(ω2|x), ln
(

P(ω1 |x)
P(ω2 |x)

)

= D12(x) also provides the same information and 

can be used to quantify the underlying discriminating information of 
class ω1 vs. ω2. If D12 = 0, the classes are overlapped logically and 
totally. Because x is not a constant number, the average value for the 
class ω1 is used: 

D12 =

∫ ∞

− ∞
P(x|ω1)ln

P(x|ω1)

P(x|ω2)
dx. (24) 

There are also equivalent arguments for class ω2: 

D21 =

∫ ∞

− ∞
P(x|ω2)ln

P(x|ω2)

P(x|ω1)
dx. (25)  

Then: 

d12 = D12 + D21. (26) 

In terms of x (accepted feature vector), known as the divergence, 
equation (26) can be utilized as a separability metric for the ω1 and ω2 
classes. All of the criteria we have looked at so far assess the ability to 
classify a two-class situation. C(k) calculates an average or ”total” value 
in a multiclass situation. The one-dimensional divergence dij in Ref. [58] 
was used to calculate the one-dimensional divergence for each pair of 
classes. The matching C(k) for each feature was then set to: 

C(k) = min
i,j

di,j, (27)  

where C(k) represents the lowest divergence value across all class pairs 
rather than an average value. In order to pick features with the best 
”worst case” class separability capability, the highest C(k) values must 
be used. Dealing with features once at a time has a significant advantage 
in terms of processing efficiency. Such techniques, on the other hand, 
ignore existing feature correlations. 

With n = 1, 2, …, N and k = 1, 2, …, m, consider xnk to be the kth 
feature of the nth pattern. The cross-correlation coefficient between any 
two of them is given by: 

ρij =

∑∞
n=1xnixnj

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑N
n=1x2

ni
∑N

n=1x2
nj

√ . (28) 

It is possible to demonstrate |ρij|⩽1. The steps that make up the se-
lection procedure are as follows:  

● Choose a class separability criterion and calculate its values for all 
features xk k = 1, 2, …, m. After that, rank the results in ascending 
order, with the best feature earning the highest C. To put it another 
way, this is xi1 .  

● Calculate the cross-correlation coefficient defined in equation (28) 
between the selected xi1 and the remaining m − 1 features (i.e., ρil j, j 
∕= il) to choose the second feature.  

● Choose the feature xi2 in which 

i2 = arg max
j

{α1C(j) − α2|ρi1 j|}, (29)  

where α1 and α2 denote the importance of relative or weighting factors 
that are equal in this study. In practice, in addition to the C class sepa-
rability measure, the correlation with the previously given feature is 
considered when selecting the next feature, and the findings are then 
generalized for the kth step.  

● Select xi3 so that 

i3 = arg max
j

{α1C(j) −
α2

2
∑2

r=1
|ρir j|}, (30)  

r = 1, 2 for j ∕= ir. The average correlation between all previously chosen 
features is also taken into account. 

2.6. Study of machine learning 

In this work, several machine learning methods were used to classify 
lung patients, including Proposed EDECOVID-net, VGG-16, VGG-19, 
Xeption, ResNet101, DenseNet201. 

VGG-16 consists of three fully connected layers and five convolution 
blocks (13 convolution layers). A million images from 1000 classes were 
used to train this deep network. VGG-19 contains Nineteen deep layers, 
five convolution blocks (16 convolution layers), and three FC layers 
(fully connected layers). In comparison to VGG-16, VGG-19 offers a 
deeper architecture with more layers. ResNet is a residual learning- 
based network that can help network training. The input layers are 
used as a reference in this network. ResNet-18 comprises 22 deep layers, 
starting with a convolution layer and followed by eight blocks to a fully 
linked layer. ResNet-50 and ResNet-18 have differing designs for re-
sidual blocks, with ResNet-50 having more (16). Both ResNet-50 and 
ResNet-101 have 50 layers. As a result, there are 101 deep layers and 33 
residual blocks. Xception is a CNN built on deeply separable convolution 
layers. Two convolution layers are followed by strongly separated layers 
of convolution, four convolution layers, and one fully connected layer. 
The DenseNet-201 is a 201-deep-layer convolutional neural network. In 
a feed-forward method, each layer in this network is directly connected 
to adjacent ones. All previous layers’ feature maps are handled as in-
dependent inputs for each layer, but their feature maps are passed on to 
all subsequent layers as inputs [59]. 

We introduced EDECOVID-net, a machine learning-based method 
that optimizes CNNs in the dataset utilizing radiomic characteristics and 
transfer learning. In addition, the CNN input layer in the structure was 
replaced with a new layer compatible with the size of the infected 
patches (e.g., 60 × 60 × 1). In addition, the number of classes was set as 
the dimension of the last fully connected layer to the networks (Fig. 4). 
The following procedures were used to train all networks: Initial 
learning rate of 0.01, validation frequency of 5, Adam optimizer, an 
initial learning rate of 0.01, and validation frequency of 5. Each interval 
sea the data set disrupted, and if the training process does not change 
significantly, the training process is terminated. 

2.7. Statistical analysis 

Five performance metrics were generated to measure and compare 
CNN’s performance with that of the radiologist [60,61]: 

Accuracy =
NTN + NTP

NTN + NFN + NTP + NFP
(31)  

Sensitivity =
NTP

NFN + NTP
(32)  

Specificity =
NTN

NTN + NFP
(33)  

PositivePredictiveValue(PPV) =
NTP

NTP + NFP
(34) 
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NegativePredictiveValue(NPV) =
NTN

NTN + NFP
(35) 

COVID-19 and edema infections are considered positive and negative 
instances in this investigation, respectively. As a result, NTP and NTN 
stand for the number of COVID-19 infections and edema diagnosed 
accurately, respectively. The numbers NFP and NFN represent the 
number of COVID-19 infections and edema misdiagnosed, respectively. 
In addition, the AUC (area under the ROC curve) was generated to 
indicate how well CNNs and radiologists performed overall. SPSS soft-
ware was used for statistical analysis. 

3. Experimental results and discussion 

3.1. The performance of the machine learning method 

Table 2 shows the diagnostic functions of the proposed EDECOVID- 
net. The network can distinguish the COVID-19 group from the edema 
group with an AUC of 0.994. 

3.2. Compare the performance of deep methods 

The best machine learning networks were used in this study to 
classify the medical images for distinguishing COVID-19 from edema. 
The results of machine learning showed that these methods could make 
a good distinction between these two diseases with similar symptoms 
and speed up the healing process. According to Figs. 5 and 6 and 

Tables 3 and 4, the EDECOVID-net yielded the best results. The most 
appropriate method had a higher sensitivity for diagnosing patients with 
COVID-19. In this regard, the EDECOVID-net has the highest sensitivity 
and AUC compared to other networks, especially VGG-16, known as the 
best method. 

A review of previous studies indicates that researchers have failed to 
consider differentiation between the COVID-19 disease and edema using 
a machine learning network. In contrast, the performances of six ma-
chine learning algorithms were compared with the proposed method in 
our study to choose the best of them. Table 4 and Fig. 6 present the 
performance of EDECOVID-net without pre-processing and feature 
extraction. As can be seen from the table and figure, the method’s ac-
curacy decreases from 0.98 to 0.93 without extracting features. This 
demonstrates the performance of the proposed pre-processing algorithm 
for differentiating COVID-19 from pulmonary edema. 

So far, the methods developed for diagnosing COVID-19 are RT-PCR 
and CT scans, and many studies have used CT scans and RT-PCR tests to 
evaluate their diagnostic performance. However, the World Health Or-
ganization and the statistics given in the literature have emphasized that 
the results of CT scans are more reliable for diagnosing the COVID-19 
disease. Nevertheless, edema and COVID-19 disease complications 
have many similarities in the lung CT scan image, which confuses pa-
tients and radiologists. Still, the methods for treating patients with 
COVID-19 and edema are entirely different and can sometimes cause 
irreversible complications for the patient in the case of misdiagnosis. 

3.3. State of current limitation 

The basis for differentiating edema from the COVID-19 in these 
studies is the RT-PCR test that may be erroneous so that the patient may 
be mistakenly transferred from the COVID-19 to the edema group. On 
the other hand, RT-PCR testing is a molecular test with many limita-
tions, such as time-consuming, high costs, requiring a specialized kit, 

Fig. 4. Architecture of EDECOVID-net.  

Table 2 
Results of proposed EDECOVID-net.   

Accuracy Sensitivity Specificity PPV NPV 

EDECOVID-net 0.98 0.98 0.98 0.98 0.98  
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and well-equipped laboratories. These limitations matter even more for 
low-income countries, with dire and dangerous consequences. 

The CT scan is widely available as a rapid imaging technique with 
high accuracy in diagnosing lung diseases. To increase this accuracy, it is 
essential to diagnose the type of disease after diagnosing lung disease 
(pneumonia diseases). However, due to the above, the physical symp-
toms of edema and COVID-19 are similar on the CT scans. Accordingly, 
the proposed system can reduce the radiologist’s workload, serving as an 
auxiliary tool for deciding on the type of lung disease (COVID-19 or 
edema). 

There is no pulmonary involvement in some patients with a positive 
PCR test (with Covid-19), and the infection’s symptoms do not show up 
in the lungs. Pulmonary involvement usually occurs several days after 
infection. The findings of this study can be used in cases where there are 

symptoms of lung disease, such as cough. 

3.4. Potential extensions for future research 

In our future research, we intend to design a system that diagnoses 
lung disease on CT scan images, subsequently automatically determines 
the type of disease, and finally detects the infected tissues and auto-
matically segments them. This helps monitor the progression of the 
disease. 

4. Conclusion 

The continuing COVID-19 pandemic has been designated a world-
wide health emergency because of the disease’s relatively high infection 

Fig. 5. ROC plots of used deep networks.  
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rate. When this was written, there was no clinically authorized treat-
ment medication available to treat COVID-19. COVID-19 must be 
detected early and distinguished from pulmonary edema to prevent 
COVID-19 transmission from person to person and provide proper pa-
tient care. Currently, the most efficient strategy to prevent the trans-
mission of COVID-l9 is to isolate and quarantine suspicious patients. In 
COVID-19 positive individuals, diagnostic techniques, such as chest X- 
rays and CT, play a significant role in monitoring disease progression 
and severity. This paper used computational algorithms and CT scan 
images of the lungs to distinguish COVID-19 from pulmonary edema. 
For this purpose, EDECOVID-net was proposed, which automatically 
distinguishes the CT scans containing COVID-19 infections from in-
fections caused by edema. According to the experimental results on the 
CT dataset, EDECOVID-net can differentiate patients with COVID-19 
from patients with pulmonary edema with an accuracy of 0.98. Our 
model performs better compared to other studies, evaluated clinically 
and statistically. 
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