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Screening and transport in 2D 
semiconductor systems at low 
temperatures
S. Das Sarma1 & E. H. Hwang2

Low temperature carrier transport properties in 2D semiconductor systems can be theoretically well-
understood within RPA-Boltzmann theory as being limited by scattering from screened Coulomb 
disorder arising from random quenched charged impurities in the environment. In this work, we 
derive a number of analytical formula, supported by realistic numerical calculations, for the relevant 
density, mobility, and temperature range where 2D transport should manifest strong intrinsic (i.e., 
arising purely from electronic effects) metallic temperature dependence in different semiconductor 
materials arising entirely from the 2D screening properties, thus providing an explanation for why 
the strong temperature dependence of the 2D resistivity can only be observed in high-quality and 
low-disorder 2D samples and also why some high-quality 2D materials manifest much weaker 
metallicity than other materials. We also discuss effects of interaction and disorder on the 2D 
screening properties in this context as well as compare 2D and 3D screening functions to comment 
why such a strong intrinsic temperature dependence arising from screening cannot occur in 3D 
metallic carrier transport. Experimentally verifiable predictions are made about the quantitative 
magnitude of the maximum possible low-temperature metallicity in 2D systems and the scaling 
behavior of the temperature scale controlling the quantum to classical crossover.

The observation of a strong apparent metallic temperature dependence of the 2D electrical resistivity 
in high-quality (i.e., low-disorder) semiconductor systems at low carrier densities has become fairly 
routine1–5 during the last 20 years ever since the first experimental report of such an effective metallic 
behavior in high-mobility n-Si MOSFETs6,7. Typically, the 2D resistivity ρ(n, T), where n is the 2D carrier 
density and T is the temperature, increases with increasing temperature by a substantial fraction in the 
0.1 K–5 K regime at “intermediate” carrier densities before phonon effects become operational at higher 
temperatures. At very low density, the system becomes a disorder-driven strongly localized insulator with 
an activated (or variable-range hopping) resistivity whereas at high density, the metallic temperature 
dependence is suppressed with the resistivity being essentially temperature-independent (except perhaps 
for weak localization effects at very low temperature8 which we ignore in the current work). The 2D 
metallic temperature dependence being of interest here arises from intrinsic electronic effects unrelated 
to phonon scattering (which produces well-known and well-understood temperature dependence in the 
carrier resistivity of metals and semiconductors), and thus the low temperature transport being discussed 
in the current work refers to the so-called Bloch-Grüneisen regime where phonon scattering is strongly 
suppressed.

The low-density (“insulating”) and the high (or intermediate) density (“metallic”) transport regimes 
are separated by a crossover density scale nc (sometimes refereed to as a critical density although it is 
really a crossover density scale separating an effective metallic phase for n >  nc from a strongly localized 
insulating phase for n <  nc) which depends on the sample “quality”, decreasing (increasing) with 
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decreasing (increasing) amount of quenched disorder in the system. This low-temperature density-driven 
crossover behavior across nc in going from an effective strongly insulating phase (n <  nc) to an effective 
metallic phase (n >  nc), which is sometimes quite sharp, is often referred to1–3 as the two-dimensional 
metal-insulator-transition (2D MIT) – a terminology we will use in the current work also although in 
our picture this is not a quantum phase transition at all, but is simply a sharp crossover from a 
strongly-localized insulating phase to a weakly-localized metallic phase although the weak localization 
behavior may not manifest itself until the temperature is unrealistically low8. Although a precise exper-
imental characterization of the sample quality (i.e., the amount of quenched disorder) is challenging 
because of the unknown nature of the impurity distribution9, an approximate characterization is pro-
vided by the low-temperature sample mobility (μ) at high carrier density (sometimes referred to as the 
“maximum mobility”) with higher (lower) sample mobility corresponding to lower (higher) critical den-
sity. Experiments clearly indicate that the critical density nc decreases in a particular material system (e.g., 
Si(100)-MOSFETs) with increasing sample mobility10,11, thus providing a larger range of carrier density 
(n >  nc) where the strong metallic temperature dependence manifests itself, but this dependence of the 
metallic transport behavior on the sample mobility does not directly carry over to a comparison among 
different materials – for example, the metallic behavior is strong (weak) for 2D electrons in 
Si(100)-MOSFETs (n-GaAs) for µ ×~ 2 104 (2 ×  106) cm2/Vs. Thus, the necessary high mobility for the 
manifestation of strong metallic temperature dependence in the 2D transport properties depends strongly 
on the materials system under consideration although in a given 2D system [e.g., Si (100) MOSFETs], 
the metallicity is typically enhanced with increasing mobility. Clearly, having a high mobility (low disor-
der) is a necessary, but not a sufficient, condition for the manifestation of a strong metallic temperature 
dependence in the 2D resistivity. Similar to the mobility, the density and the temperature range for the 
manifestation of the 2D metallic transport is nonuniversal and strongly materials dependent although 
within the same material system, the temperature dependence is stronger (weaker) with decreasing 
(increasing) density as long as n >  nc is satisfied. For example, in n-Si(100) MOSFET (n-GaAs), metal-
licity is observed for ~n 1011 (109) cm−2 in spite of the mobility of the GaAs system being typically two 
orders of magnitude higher!

The current work is focused on analytical understanding of the various materials parameters which 
are necessary (and sufficient) for the manifestation of the strong 2D metallic behavior as reflected in 
the temperature dependent resistivity of 2D semiconductor carriers. The theory developed in this arti-
cle is based on the highly successful mean field model of the metallic temperature dependence in the 
2D resistivity as arising from the screened Coulomb disorder in the semiconductor through the strong 
temperature dependence of 2D screening. The problem is complex even at the mean field level where 
electron-electron interaction is treated entirely through static RPA screening of disorder because the 
total number of independent physical parameters is large. In addition to carrier density (n), temperature 
(T), and mobility (μ) mentioned above, transport in 2D systems depends also on carrier effective mass 
(m), background lattice dielectric constant (κ), valley (gv) and spin (gs) degeneracy of the 2D materials, 
various materials parameters characterizing electron-acoustic phonon scattering in the system (phonon 
velocity, Bloch-Grüneisen temperature, deformation potential coupling, piezoelectric coupling, etc.) 
determining the phonon scattering contribution to the electrical resistivity (which is, by definition, tem-
perature dependent and must be negligible in order for the screening induced temperature dependence 
to be observable), and finally the detailed impurity distribution characterizing the system disorder (with 
the maximum mobility being the minimal parameter defining the system disorder). Given this large a 
set of relevant independent parameters affecting 2D transport properties, it seems at first hopeless that 
anything sensible can be stated analytically about the necessary and sufficient conditions for the manifes-
tation of 2D metallicity. We show in the current work, however, that a few effective parameters actually 
define the theory reasonably well, providing an excellent qualitative picture for when and where one 
expects the 2D resistivity to manifest a strong metallic temperature dependence. We also present detailed 
numerical transport results for ρ(T, n) in several representative 2D systems within the RPA-Boltzmann 
mean field theory in support of our qualitative analytical results.

The rest of the paper is organized as follows. In section II we provide a brief comparative discussion 
of 2D and 3D temperature dependent screening properties of electron liquids within RPA to emphasize 
the physical origin of the strong temperature dependence of 2D resistivity as limited by scattering from 
screened Coulomb disorder. In section III we present our main analytical arguments deriving the con-
ditions for strong 2D metallicity and emphasizing the key role of the dimensionless parameters qTF/2kF 
and T/TF, where qTF, kF, TF are respectively the 2D Thomas-Fermi screening constant, the 2D Fermi wave 
number ( ∝ )k nF , and the Fermi temperature (TF ∝  n) in determining 2D metallicity. We also provide 
direct numerical results for ρ(T, n) to support our analytical results in Section III. In section IV we 
theoretically consider possible corrections to the 2D screening function arising from disorder and 
electron-electron interaction effects. We conclude in section V with a summary of our results, and dis-
cussing open questions and possible future directions.

Transport and Screening
The density and temperature dependent 2D conductivity limited by disorder scattering is given within 
the Boltzmann transport theory by
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with εk =  ħ2k2/2m the noninteraction kinetic energy, k =  |k| the 2D wave number, and f(εk) is the Fermi 
distribution function. In Eq. (2), an integral over the 2D wave vector k is implied by the summation. The 
wave vector dependent relaxation time τ(k) is given by the Born approximation treatment of disorder 
scattering4,5,12
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where k, k′  are the incident and the scattered carrier wave vectors (and θ the angle between them) 
with the δ-function ensuring energy conservation due to elastic scattering by random quenched charged 
impurities with an effective 2D concentration of ni per unit area. The carrier-impurity scattering potential 
is given by the screened Coulomb disorder u(q) defined as
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where v(q) =  2πe2/(κq) is the 2D Coulomb interaction (with κ the effective background lattice dielectric 
constant) and ( )q , the carrier dielectric screening function, is given within RPA by
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where Π (q) is the finite temperature non-interaction 2D polarizability function defined by12
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We will not discuss much the theoretical details for the RPA-Boltzmann transport theory for disorder 
scattering as provided in Eqs. (1)–(6) above since it has already been extensively discussed by us in the 
literature4–5. We note that the actual quantitative theory takes into account the realistic quasi-2D nature 
of the semiconductor system by incorporating appropriate form factors in the Coulomb interaction and 
the Coulomb disorder using the realistic quasi-2D confinement wavefunctions of the 2D carriers. Also, 
for 3D systems, Eqs. (1)–(6) apply equally well except, of course, for the wave vector k being 3D and 
integrals in Eqs. (2), (3), and (6) being three-dimensional with the 3D Coulomb interaction being given 
by 4πe2/(κq2).

To understand the role of screening in determining 2D transport behavior, it is important to realize 
that the most resistive carrier scattering is the 2kF back-scattering (i.e., |k −  k′ | =  2kF) where an electron 
on the Fermi surface gets scattered backward (with a scattering angle θ =  π) by disorder. Thus, the dom-
inant contribution to the temperature dependence of the resistivity at low temperatures comes from the 
behavior of the screening function Π (q) around q ≈  2kF. Sometimes the 2kF scattering is referred to as 
the scattering from Friedel oscillations13 because the singularity structure of the polarizability function 
at q =  2kF (the so-called Kohn anomaly14) translates to real space Friedel oscillations13 of the screened 
potential.

This is true both in 2D and 3D, and we, therefore, show in Figs 1 and 2 respectively the calculated 
temperature dependent screening (or equivalently, the noninteracting polarizability) function in 2D and 
3D in dimensionless units Π( , ) = Π( , )/Π( , )∼ q T q T[ 0 0 ]. A comparison of the two figures (Figs 1 and 
2) clearly brings out the key importance of 2kF screening in determining the 2D metallic temperature 
dependence in the disorder-limited carrier resistivity, as was already pointed out by Stern quite a while 
ago15. The temperature dependence of the Friedel oscillations in the screening clouds around the charged 
impurity centers turns out to be very strong (weak) in 2D (3D) electron systems as shown in Figs 1 and 
2 here and discussed below.

First, we note that the 2D screening function (Fig. 1) is very strongly (going as / )T T F  thermally 
suppressed at q ≈  2kF compared with very weak (going as − /e T TF ) suppression at long wavelength (q =  0). 
This low-temperature thermal suppression of q ≈  2kF screening in 2D systems is the underlying physical 
mechanism leading to the strong metallic resistivity in 2D systems15–20. We note that the often used 
long-wavelength screening approximation (i.e. the Thomas-Fermi approximation), although well-valid at 
T =  0 since the 2D screening function is constant at T =  0 for 0 ≤  q ≤  2kF by virtue of the constant energy 
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independent 2D density of states, fails completely for the calculation of 2D resistivity at finite tempera-
tures since it predicts a very weak temperature-dependent 2D resistivity for T ≪  TF whereas the full wave 
vector dependent polarizability, which includes the anomalous /T T F  suppression of screening around 
q ≈  2kF, predicts a strong linear-in-T/TF increase of the metallic 2D resistivity at low temperatures15–20. 
This strong temperature-dependence of the 2D 2kF screening function is the mechanism underlying 
strong metallicity in 2D semiconductor systems at intermediate densities where the value of T/TF is not 
necessarily small leading therefore to a substantial screening dependent thermal effect. Physically, with 
increasing temperature, the screened Coulomb disorder, particularly for the important scattering wave-
numbers around 2kF, is being enhanced strongly due to thermally suppressed screening, leading to an 
enhanced resistivity due to impurity scattering.

Second, the 3D screening function in Fig. 2 has qualitatively different temperature dependence com-
pared with the 2D screening function in Fig. 1. In fact, the temperature dependence of the 3D screening 
function obeys the “expected” Sommerfeld expansion behavior in the sense that the low-temperature 
suppression of screening is a weak quadratic correction going as O(T/TF)2. This weak quadratic temper-
ature dependence applies both for long-wavelength Thomas-Fermi screening (q =  0) as well as for 
2kF-screening (q =  2kF) implying weak temperature dependence introduced in the 3D resistivity for 
T/TF ≪  1 in sharp contrast to the 2D system where the anomalous ( / )O T T F  temperature dependence 
of screening at q =  2kF, which violates the Sommerfeld expansion, leads to a strong temperature depend-
ence in the carrier resistivity. Thus, the key to understanding the strong metallic temperature dependence 
in the 2D resistivity is the non-analytic temperature dependence of the 2D polarizability arising from the 

Figure 1. (a) 2D polarizability Π( , ) = Π( , )/∼ q T q T NF
D2  as a function of wave vector for various temperatures, 

T =  0, 0.1, 0.2, 0.5, 1.0 TF. (b) 2D polarizability as a function of temperature at q =  0. Inset shows Π( = , )
∼ q T0  

at low temperatures. The asymptotic form for T/TF ≪  1 is given by Π( = , ) = − − /
∼ q T T T0 [1 exp[ ]F . (c) 2D 

polarizability as a function of temperature at q =  2kF. Inset shows Π( = , )
∼ q k T2 F  at low temperatures. The 

asymptotic form for T/TF ≪  1 is given by ζΠ( = , ) = − ( − ) ( / ) /
∼ πq k T T T2 1 1 2 1 2F F4

, where ζ(x) is 
the Riemann zeta function.

Figure 2. (a) 3D polarizability Π( , ) = Π( , )/∼ q T q T NF
D3  as a function of wave vector for various temperatures, 

T =  0, 0.1, 0.2, 0.5, 1.0 TF. (b) 3D polarizability as a function of temperature at q =  0. Inset shows Π( = , )
∼ q T0  

at low temperatures. The asymptotic form for T/TF ≪  1 is given by Π( = , ) = − ( / )
∼ πq T T T0 1 F12

22
 (red 

line). (c) 3D polarizability as a function of temperature at q =  2kF. Inset shows Π( = , )
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cusp at 2kF in the non-interacting 2D polarizability leading to the failure of the Sommerfeld 
expansion15–20.

For the sake of completeness we quote below the leading order analytical temperature-dependence of 
the polarizability function in 2D and 3D systems, whereas in Figs 1 and 2 the full numerically calculated 
polarizability is shown for arbitrary temperatures:

π
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In Eqs. (7)–(10),  TF =  EF/kB is the Fermi temperature, and Π = Π( , )/
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Before concluding this section, we emphasize that screening is a vital mechanism for 2D semicon-
ductor transport because the disorder in the semiconductor environment arises primarily from random 
quenched charged impurities whose long-range Coulomb potential must be screened for reasonable the-
oretical results. Thus, within a physical mean field approximation, the 2D charge carriers (electrons or 
holes) are scattered from the screened Coulomb disorder, and therefore, any strong temperature depend-
ence in the screening function, particularly for 2kF-scattering which dominates transport at lower tem-
peratures, must necessarily be reflected in the 2D resistivity.

Theory and Numerical Results
Having established the importance of 2D screening in producing the strong metallic temperature 
dependence, we now analytically derive a number of conditions constraining the magnitude of the metal-
lic temperature dependence of 2D transport properties which would explain the materials dependence 
of the metallic behavior as well as provide reasons for why this metallic behavior remained essentially 
undiscovered (although there were occasional hints21–23) until the 1990s in spite of there being numerous 
experimental investigations of 2D semiconductor transport properties in the 1970s and 1980s12.

In Fig. 3 we schematically depict the two distinct generic experimentally-observed situations for 2D 
ρ(T, n) with Fig. 3(a,b) respectively showing the resistivity ρ(T) for various density (n) in low-mobility 
(high-disorder) and high-mobility (low-disorder) situations. The only difference between the two situ-
ations is that one [Fig.  3(a)] has a “high” value of nc (because of stronger disorder) whereas the other 
[Fig. 3(b)] has a “low” value of nc (because of weaker disorder). Thus, Fig. 3(a,b) qualitatively show the 
respective 2D MIT behaviors in the early (< 1995)12 and the present (> 1995)1–3 days or in low-mobility 
2D systems24–27 and in high-mobility systems28–30, respectively. In Fig. 3(a,b) the temperature dependence 
of ρ(n, T) is weak and strong respectively for n >  nc. We mention in this context the importance of the 
work of Kravchenko and collaborators6,7,31,32 who first experimentally established the connection between 
the sample quality and the strong temperature dependence of the 2D resistivity in the metallic (n >  nc) 
phase using low-temperature transport studies in high-mobility (> 10,000 cm2/Vs) Si-MOSFETs. Indeed, 
it is the 1994–95 work of Kravchenko and collaborators which created the modern subject of 2D MIT, 
serving as the temporal milestone separating the early days of 2D MIT12 [i.e., Fig. 3(a)] from the pres-
ent days [i.e., Fig. 3(b)] of 2D MIT1–3. We emphasize that both Fig. 3(a,b) manifest essentially identical 
strongly localized insulating phase for n <  nc, but differ in the temperature dependence of the effective 
metallic phase with (older) lower mobility samples [Fig.  3(a)] showing little temperature dependence 
for n >  nc and the (newer) higher mobility samples manifesting strong metallic temperature dependence 
[Fig. 3(b)] for n >  nc. Below we establish that the key to the strong metallic temperature dependence of 
the 2D resistivity (for n >  nc) is having (low-disorder-induced) low values of the crossover density nc, 
which makes ρ(T) manifest somewhat complementary temperature dependence (dρ/dT >  0 for n  nc 
and dρ/dT <  0 for n <  nc) on two sides of the 2D MIT as depicted in Fig. 3(b). On the other hand, for 
low-mobility samples where nc is necessarily high, the metallic phase (for n >  nc) does not manifest any 
intrinsic temperature dependence [as shown in Fig.  3(a)] except at high enough temperatures where 
phonon scattering effects (ignored in the current work) become important. We emphasize, however, 
that at very high (low) density both kinds of samples (low and high disorder in Fig.  3) manifest sim-
ilarly weak (strong) temperature dependence. We focus only on the metallic (n >  nc) phase using the 
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RPA-Boltzmann theory and discuss the necessary and sufficient conditions for the manifestation of a 
strong intrinsic (i.e. not phonon-related) temperature dependence in the 2D resistivity. The transition to 
the insulating phase has been discussed by us elsewhere11,33 and is not a part of the current work where 
the focus is entirely on the effective metallic regime of n >  nc.

To understand how the strong (weak) metallic temperature dependence (for n >  nc) correlates with 
low (high) values of nc, we introduce three independent density dependent temperature scales (TF, TBG, 
TD) which characterize the temperature dependence of the resistivity in the metallic phase. These are the 
electron temperature scale defined by the Fermi temperature (TF), the phonon temperature scale defined 
by the Bloch-Grüneisen temperature (TBG), and the disorder temperature scale defined by the Dingle 
temperature:
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Here EF, kF =  (4πn/gs gv)1/2, m, vph, and Γ  are respectively the 2D Fermi energy, 2D Fermi wave vector, the 
carrier effective mass, the phonon velocity, and the impurity-scattering induced level broadening (with 
μ as the sample mobility). For simplicity, we have defined the level broadening Γ  =  ħ/2τ where τ is the 
transport relaxation time defining the 2D mobility μ =  σ/ne =  eτ/m with μ being the maximum mobility – in 
general, the broadening Γ  (and therefore the Dingle temperature TD) is density-dependent through the 
density dependence of mobility which is a complication we ignore for our definition of TD. [We also 
mention that often the Dingle temperature is defined with an additional factor of π in the denominator 
giving a smaller value for TD in Eq. (13).] To keep our considerations general, we assume a carrier valley 
degeneracy gv and a spin degeneracy gs so that the total ground state degeneracy is gsgv – gs =  2 in general 
except in the presence of a strong applied magnetic field which could spin-polarize the system making 
gs =  1 whereas gv =  1 in general except in Si-MOSFETs where other values of gv >  1 are possible because 
of the peculiar multi-valley Si bulk conduction band structure. The Fermi temperature TF defines the 
intrinsic quantum temperature scale for the 2D electrons, and when TF is very large (i.e., n very high 

(b)

c1

nc2

T

ρ

T

ρ
decreasing n

decreasing n

(a)

n

Figure 3. Schematic ρ(T) behavior (for various values of 2D carrier density n) for low-mobility (a) and 
high-mobility (b) systems. The figure shows the high nc (a) and low nc (b) (i.e., nc1 >  nc2) with weak (strong) 
temperature dependence in ρ(T) in the metallic phase (n >  nc) in (a) [(b)] and with very similar exponential 
insulating temperature dependence in the localized phase (n <  nc).
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since TF ∝  n), there cannot be any temperature dependence in the metallic resistivity at low temperatures 
arising from intrinsic electronic effects since T/TF ≪  1. Thus, nc needs to be relatively low just in order 
to keep TF low so that T/TF is not too small for n >  nc before phonon effects become significant. The 
Bloch-Grüneisen temperature TBG (∝ ∝ )k nF  defines the characteristic temperature scale (T >  TBG) for 
phonon scattering effects to become important in the 2D metallic resistivity. For T <  TBG, phonon effects 
are strongly suppressed, leading to a weak Tp-type (p ≈  5–7) very high power law in the 2D resistivity 
arising from phonon scattering whereas for T >  TBG, the phonon scattering contribution to the 2D resis-
tivity is linear in T (which is universally observed in all 2D semiconductor systems in the metallic phase 
for T >  1 −  10 K depending on the carrier density). Thus, the observation of 2D metallic behavior at low 
temperatures requires T <  TBG since trivial phonon scattering contribution to the resistivity for T >  TBG, 
which is always present, is not the issue here.

This immediately implies that TF <  TBG is necessary for the manifestation of the strong metallic tem-
perature dependence in the resistivity since otherwise (i.e., for TF ≫  TBG) the low-temperature (i.e., 
T <  TF) resistivity will be already dominated by the ρ ~ T behavior arising from phonon scattering effects 
applicable for T >  TBG. Since TF ∝  n and ∝T nBG , the condition TF <  TBG necessitates a low carrier 
density leading to the conclusion that a large nc would lead to the temperature dependence of metallic 
resistivity (n >  nc) being dominated by phonon scattering effects. This, in fact, typically happened in the 
2D systems studied in the 1970s and 1980s where phonon effects dominated the metallic resistivity 
(n >  nc) suppressing all intrinsic screening-induced temperature effects12. Thus, simple dimensional con-
siderations of the characteristic electronic (TF) and phononic (TBG) temperature scales in the problem 
lead to the inevitable conclusion that any strong metallic temperature dependence arising purely from a 
quantum electronic mechanism necessitates TF <  TBG (or at least TF ≫  TBG is not allowed), and hence 
necessarily a low nc (so that TF is not too large even for n  ns). As an aside we mention that in 3D metals 
TF ~ 104 K and the phonon temperature scale TBG is replaced by the Debye temperature Θ D ~ 102 K, so that 
TF ≫  Θ D always. This means that the metallic temperature dependence in the resistivity arising purely 
from an electronic mechanism is simply impossible in 3D metals at low temperatures where phonon 
effects always dominate down to low temperatures. There can be a weak T2 contribution to the resistivity 
in 3D metals arising from electron-electron scattering through umklapp processes which cannot happen 
in the 2D semiconductor systems since the umklapp scattering involves very large lattice-scale momen-
tum transfer not of interest in semiconductor transport.

The role of the disorder-dependent Dingle temperature TD in the transport problem is rather subtle 
and is relevant at the lowest temperatures T <  TD where TD acts as a lower cutoff suppressing the tem-
perature dependence for T <  TD. This is because the strong temperature dependence of carrier screening 
leading to the metallic temperature dependence is cutoff for T <  TD by impurity disorder effects para-
metrized by the Dingle temperature. This is because the strong temperature dependence of the 2D polar-
izability around 2kF is suppressed for T  Ts as disorder rounds off the 2kF screening34. This is discussed 
in Sec. IV. Thus, TD explains why the metallic temperature dependence for T <  TF <  TBG arising from 
quantum electronic processes does not persist (even in the absence of weak localization which is being 
ignored here) all the way to T =  0 as it would for TD =  0 (and of course, if the electronic temperature can 
be reduced indefinitely which may be an impossibility). Thus, the temperature dependence of ρ(T) in 
the metallic phase (n >  nc) is bounded from above (by TBG) and from below (by TD) with the screening 
induced temperature dependence being strong only in the window TD  T  TF  Ts). Since TD ∝  Γ  ∝  μ−1 
where μ is the characteristic mobility of the system, a large μ (i.e., low disorder) is necessary in order to 
keep TD (as well as nc) small so that the temperature dependence of ρ(T) can show up in an appreciable 
temperature window satisfying TD <  T <  TF <  TBG with TBG >  TF guaranteeing that phonon scattering 
would not play a role in the 2D MIT physics. Note that if TD >  TBG (i.e., in highly disordered samples) 
all metallic temperature dependence will be totally suppressed. We emphasize that the 2D system must 
be high quality (i.e., low-disorder and high-mobility) so that both nc and TD are small since both nc and 
TD decrease approximately linearly with increasing mobility. One reason that the metallic temperature 
dependence in the resistivity manifests itself rather strongly in Si-based 2D systems even for relatively 
modest values of μ (>10,000 cm2/Vs) is because the effective TBG is rather high in Si because of the high 
phonon velocity and generally weak electron-phonon coupling.

The high mobility low-disorder samples of Kravchenko et al. (and of others since then in the modern 
era of 2D MIT physics) routinely satisfy the constraint TD <  T <  TF <  TBG enabling the observation of 
the strong metallic temperature dependence since nc and TD are both low in these high-mobility samples 
whereas the older Si-MOSFET samples (before the Kravchenko era), where the 2D MIT phenomenon 
was studied in the early days12,35,36, had high disorder (and low mobility) and consequently high nc (and 
TD) leading to large TF ≫  TBG (as well as large TD >  TBG) in the metallic phase (n >  nc) so that no metal-
licity could be observed except for phonon scattering effects for T >  TBG. Thus, the amount of disorder 
in the sample leading to low or high nc (and TD) is the key to the manifestation of a strong metallic 
temperature dependence in ρ(T) for n >  nc.

The condition derived above, TD <  Tc <  TBG where Tc =  TF (n =  nc), for the manifestation of the strong 
metallicity in the 2D system for n >  nc is only a qualitative necessary condition which allows the intrinsic 
temperature dependence from the 2D screening effect to show up in transport properties, but whether 
such a metallic temperature dependence would actually be a quantitatively strong effect or not depends 
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on certain additional sufficient conditions which we would discuss below. These sufficient conditions 
ensure that the 2kF-screening is in fact quantitatively significant, not just that it is allowed to be present.

To give a quantitative description underlying the qualitative picture discussed above, we borrow 
(without any derivations) from our earlier-obtained4,5,19,20,37 theoretical results providing ρ(T) in the 2D 
effective metallic phase assuming that the resistive scattering arises from screened Coulomb disorder in 
the system. The quantitative analytical considerations provided below for ρ(T, n) in the metallic phase 
serve three purposes: (1) They reinforce in a concrete manner the qualitative discussion given above 
establishing how the consideration of the characteristic temperature scales TF, TBG, and TD (particularly, 
their density and mobility dependence) immediately leads to the conclusion that nc must be small (i.e., 
low disorder and high mobility) for the 2D MIT phenomenon to be associated with a strongly metallic 
temperature dependence in ρ(T, n) for n >  nc; (2) they provide a quantitative understanding of what low 
(or high) nc actually means in a materials-dependent manner, i.e., tell us how large can nc be in a specific 
system (e.g., Si-MOSFETs or 2D GaAs systems) and still manifest a strongly temperature-dependent ρ(T) 
for n >  nc without any phonon effects; and (3) they describe how large or small nc should be in going 
from one 2D system to another (e.g., from 2D Si-MOSFETs to 2D GaAs quantum wells) in order for 
similar metallic temperature dependence to show up in different 2D systems for n >  nc.

The Boltzmann transport theory gives4,5,19,20,37 the following analytical results for the semiclassical 
ρi(T) in 2D electron systems at asymptotically low (T ≪  TF) and high (T ≫  TF) temperatures, respectively
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where x =  qTF/2kF and y =  2.646[x/(1 +  x)]2. In Eqs. (14) and (15), ρ0 =  ρ(T =  0) and ρ1 =  (h/e2)(ni/nπx2) 
respectively are the impurity-scattering induced semiclassical resistivities (hence ρi) characterizing the low 
and the high temperature limits, and TF =  EF/kB is the Fermi temperature (with n, ni being the respective 2D 
carrier density and impurity density in the system, and kF =  (4πn/gs gv)1/2 and qTF =  gs gvme2/κħ2 are the 2D 
Fermi wave vector and Thomas-Fermi screening wave vector, respectively). We do not provide the analyti-
cal derivations of Eqs. (14) and (15), which can be obtained using Eqs. (1)–(10) as shown in refs 19,20,37.  
While Eqs. (14) and (15) provide the metallic contributions to ρ(T) arising from the temperature depend-
ence of the screened Coulomb disorder, the acoustic phonon scattering by itself contributes also to the 
temperature dependence12,38–40 given in the high (T ≫  TBG) and low (T ≪  TBG) temperature limits by

ρ ρ( ) ≈ +
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where TBG =  2ħkFvph is the Bloch-Glüneisen temperature with vph as the relevant phonon velocity – the 
constants Aph, Bph depend on the elastic properties of the semiconductor38–40.

We immediately note that strong metallicity necessitates TBG >  TF, which means that we must have 
> /ħ ħk v k m2 2F ph F

2 2 , i.e., kF <  4mvph/ħ. Since ∝k nF , the observation of metallicity is a low-density 
phenomenon restricted to π< / ≡ħn g m v n8 v ph p

2 2 2  where phonon effects are suppressed. For n >  np, 
phonon effects become relevant for transport.

In addition, the screening induced metallic temperature dependence [Eqs. (14) and (15)] can only 
apply for n >  nc since, for n <  nc, strong localization induced insulating behavior will dominate (and the 
metallic theory does not apply). Thus, the metallic behavior is only allowed in an intermediate density 
window nc <  n <  np. It follows right away that if the sample is so dirty that   nC   np, the metallic behavior 
simply cannot be observed in an experimental sample under any circumstance at any temperature! Thus, 
a minimal necessary condition for the manifestation of 2D metallic temperature dependence is that

π< = / , ( )ħn n g m v8 18c p v ph
2 2 2

where nc is the crossover carrier density for the metal-to-insulator transition. Since nc obviously increases 
(decreases) with increasing (decreasing) disorder in the system, a minimal condition for the observation 
of metallicity is that the system must have low disorder or, equivalently, high mobility, at least satisfying 
Eq. (18) above. We also note that Eq. (18) implies [using the Si(100)-MOSFET materials parameters] 
an    nc  1.2 × 1011cm−2 for Si(100)-MOSFETs consistent with experimental observations in the sense 
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that the modern 2D MIT era started with the Kravchenko-Pudalov 1994–95 2D transport measure-
ments where the critical density is indeed less than 1011 cm−2 whereas the older MOSFETs manifested 
an insulating phase (with activated conductivity) at a much higher density of   nc  1012cm−2 12,35,36, where 
according to our analysis, no temperature-dependent metallic conductivity can be observed except for 
phonon effects for T >  TBG.

To see the role of high mobility in the modern 2D MIT phenomenon of current interest more clearly 
we consider the specific criterion of the impurity scattering induced collisional broadening energy scale 
defined by the level broadening parameter Γ  =  kBTD (where TD is the Dingle temperature). Using the 
Ioffe-Regel criterion for calculating nc

11, our condition discussed above, i.e.,   nc    np, becomes equiv-
alent to the condition TD <  TF <  TBG for the unambiguous manifestation of the metallic temperature 
dependence. Using the fact that Γ  =  ħ/2τ and μ =  eτ/m, we then get the following necessary condition 
on mobility for the manifestation of the metallic phase

µ > /( ). ( )ħe k mT2 19B F

Using a carrier density nc ≈  1011 cm−2, we get for the Si(100)-MOSFETs, μ >  21,000 cm2/Vs. For pro-
portionally lower values of nc, the required minimum mobility would be proportionally higher, again 
reinforcing the fact that high mobility is a necessary prerequisite for the 2D metallic phase (i.e., n >  nc) 
to manifest a strong temperature dependence in the resistivity. It is reassuring to note that indeed all 
modern Si-MOS samples showing the canonical 2D MIT behavior after the Kravchenko-Pudalov discov-
ery typically have µ ,20 000 cm2/Vs.

We note that the above constraints on the critical density [Eq. (19)] and the sample mobility (μ) are 
only the necessary conditions, which may not be sufficient for the actual manifestation of a strong tem-
perature dependent 2D resistivity on the metallic (i.e., n >  nc) side. For example, the actual quantitative 
screening effect on ρ(T, n) as defined by Eqs. (14) and (15), may simply be too small for experimental 
observation even if the necessary condition of nc <  n <  np is satisfied. To discuss this issue of sufficient 
conditions we go back to Eq. (14) and note that for ρi(T) to manifest strong temperature dependence, 
we must have x ≫  1 (at least x >  1) so that ≈ /( + )

ρ
ρ x x2 1T d

dT
F

0
 is not too small. This requires 

x =  qTF/2kF >  1, i.e., qTF >  2kF which translates to

 κ π= / , ( )ħn n g m e2 20M v
3 2 4 2 4 2

where κ is the background lattice dielectric constant (assuming gs =  2). Obviously n >  nc has to be sat-
isfied for the 2D system to be in the metallic phase, and so metallicity requires the additional sufficient 
condition of

< , ( )n n n 21c M

with κ π= / ħn g m e2M v
3 2 4 2 4 2. For Si(100)-MOSFETs with gv =  2 we get nM ≈  1.2 ×  1012 cm−2, which is 

much larger than nc ≈  1011 cm−2 for the post-1995 era 2D MOSFET samples manifesting metallicity in 
the T <  TBG regime of temperatures. This large value of nM, however, does explain why low-mobility 2D 
Si samples do not manifest any metallicity since nc is large (> nM) in such lower quality samples.

It is gratifying that simple considerations involving TF, TBG, TD, and qTF/2kF immediately lead to the 
prediction that in Si(100)-MOSFETs there would be an nc low enough ( n 10c

11 cm−2) for high-mobility 
( µ ,20 000 cm2/Vs) samples to show strong metallic ρ(T) behavior for n nc exactly as observed 
experimentally in the post-Kravchenko (> 1995) samples whereas in older low-mobility samples with 
nc ~ 1012 cm−2, there would be no metallic ρ(T) behavior (except for phonon effects for T >  TBG) exactly 
as seen in lower-mobility MOSFET systems12.

What about other 2D systems such as high-mobility 2D n-GaAs and p-GaAs systems? Below we 
briefly discuss quantitative implications of Eqs. (14) – (10) for 2D GaAs systems with respect to the 2D 
MIT phenomena.

First, 2D n-GaAs has m =  0.07me, gv =  1, κ =  13, and vph =  4 ×  105 cm/s in contrast to Si(100)-MOSFETs 
(considered above in depth) which have m =  0.19me, gv =  2, κ =  12, and vph =  9 ×  105 cm/s. Applying Eqs. 
(14) – (10) to 2D n-GaAs system, we get

µ

≈ . × <

≈ , / ≈ × . ( )

− −

−

n cm n cm

cm Vs n cm

1 5 10 ; 10 ;

500 000 ; 4 10 22
p c
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This indicates that one would have to go to very low carrier density, way below 1010 cm−2, to see any 
metallicity in 2D n-GaAs system. Since ( ) ≈ T K n4F  in n-GaAs where n is the carrier density measured 
in 1010 cm−2, the temperature range (T <  TF) for any possible metallic behavior would be well below 1 K. 
In addition, / ≈ . / q k n2 0 4TF F , which means that qTF/2kF =  1 is reached only for n ≈  1.6 ×  109 cm−2, 
implying that observing strong metallicity (i.e., relatively latge dρ/dT) in 2D n-GaAs would necessitate 
going to carrier density in the range of 1–2 ×  109 cm−2 and T <  100 mK, requiring electron mobility of 
107 cm2/Vs. Indeed there is only one experimental report41 of observing strong metallic behavior in 2D 
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n-GaAs, and it required an ultrahigh mobility of 107 cm−2/Vs and a sample of very low carrier density 
(~109 cm−2) in agreement with our estimates.

It is easy to convince oneself using Eqs. (14) – (10) and 2D p-GaAs parameters that for GaAs 2D 
holes, the metallic behavior should be routinely observable in samples with mobilities of 105–106 cm2/Vs 
at carrier densities around 1010 cm−2. This is indeed the experimental situation.

Thus, we have established in this section why older Si-MOSFETs did not see 2D MIT phenomenology: 
It is simply because the sample quality was too low and consequently the critical density was too high, 
making it impossible for any screening induced temperature effect to manifest itself before the phonon 
induced temperature effects show up. It may be worthwhile to obtain some rough comparative quantita-
tive estimates for the metallic temperature dependence in samples with high and low disorder in order to 
contrast older and newer Si-MOSFET samples. We provide such a quantitative comparison below for two 
hypothetical Si-MOSFET samples: A (high disorder) and B (low disorder) with high-density mobilities 
of 5,000 cm2/Vs (high nc for sample A) and 50,000 cm2/Vs (low nc for sample B).

Sample A (high disorder) has nc =  1012 cm−2, which, using Eq. (14) leads to

ρ ρ(∆ / ) . , ( )0 2 23A0

where Δ ρ =  ρ(TBG) −  ρ(T =  TD) is the temperature induced increase in the metallic resistivity (for 
n nc) arising from the screening effect.
Sample B (low disorder) has nc =  1011 cm−2, which, using Eq. (14), leads to

ρ ρ(∆ / ) . . ( )1 2 24B0

Thus, sample A (B) would manifest a less than 20% (more than 120%) increase in the metallic resis-
tivity (for n nc) between TD <  T <  TBG arising from screening effects, clearly establishing that having 
low (high) values of the crossover density nc is the crucial element of physics determining strong (weak) 
metallic temperature dependence in the system. Since the temperature range for metallicity 

( ∼ )T T nBG  is much smaller for the lower-disorder sample B, as it has a much lower ∼( )T K14BG
B  

compared with ∼( )T K35BG
A  in sample A, the actual manifested temperature dependence would look 

much stronger in sample B, where ρ(T) will increase by a factor of 2 in the T =  0 −  10 K regime compared 
with only a < 10% increase in ρ(T) for sample A in the same temperature (1 −  10 K) range. This simple 
estimate shows why older lower mobility MOSFET samples, extensively studied in the 1970s and 1980s12 
with mobilities around 5,000 cm2/Vs (or less) never manifested any strong metallic behavior because of 
their relatively high values of nc whereas the more recently studied MOSFET samples with mobilities 
above 20,000 cm2/Vs (and nc ~ 1011 cm−2 or less) always manifest strong metallic temperature dependence 
in its resistivity. The mystery of the so-called strong 2D metallic behavior is thus connected directly to 
the relative magnitude of nc as determined by the 2D sample quality. We do, however, mention that some 
Si(100) MOSFET samples with relatively higher mobilities manifested observable metallic temperature 
dependence in the measured resistivity as far back as in the early 1980s21–23, but this was more of an 
exception since Si MOSEFETs with μ >  10,000 cm2/Vs were very rare before 1995.

Recently, a spectacularly strong metallic temperature dependent resistivity was observed42 in 
Si(111)-based 2D electrons with an unprecedented high maximum mobility of ~200,000 cm2/Vs. This 
ultra-high-mobility 2D Si(111) electron system has a valley degeneracy of 6, and manifested almost 
an order of magnitude increase in the metallic resistivity (at n ~ 6 ×  1011 cm−2) in the T =  0.3 −  4 K in 
contrast to the 2D Si(100) MOSFETs which typically manifest at best a factor of 3 change in the meas-
ured resistivity in a similar temperature window6,7. The strong observed metallicity in this high-mobility 
Si(111) system arises from its high valley degeneracy gv =  6, consistent with the bulk 6-valley minima 
electronic structure of Si conduction band leading to gv =  2 (6) in Si(100) [(111)] 2D systems. In the 
context of this experimental development42 it may be worthwhile to compare Si(100) and Si(111) 2D 
systems with respect to the various parameters (nc, nBG, nM, x =  qTF/2kF, TF, TBG, TD) defining 2D metallic 
properties.

Using Eqs. (11)–(24) incorporating the materials parameters (m, κ, gv, etc.) for Si(100) and Si(111) 
2D systems we find / ≈ .( ) ( )n n 7 5BG BG

111 100 , / ≈( ) ( )n n 70M M
111 100 , x(111)/x(100) ≈  10, µ µ/ ≈ /( ) ( ) ( ) ( )n n 3c c

111 100 100 111 , 
µ µ/ ≈ /( ) ( ) ( ) ( )T T 2D D

111 100 100 111 , and / = /( ) ( )T T 1 3F F
111 100 . The above considerations show that to obtain the 

same value of nc in Si(100) and Si(111) systems necessitates that the Si(111) system has a much larger (at 
least by 3 times) mobility whereas the density range (nM) upto which the metallicity persists is much 
higher (by a factor of 70!) in Si(111) compared with the Si(100) system. Most importantly, the large valley 
degeneracy in the Si(111) system implies an effectively large (an order of magnitude larger than Si(100) 
system for the same 2D carrier density) value of x =  qTF/2kF producing a very large value of dρ/dT in the 
metallic phase leading to a much stronger metallic temperature dependence in the resistivity compared 
with the Si(100) system (gv =  2) exactly as observed experimentally. Interestingly, our numerical compar-
ison of the Si(111) 2D system with the Si(100) 2D system given above suggests, in agreement with the 
experiment42, the intriguing dichotomy that while the critical density (and thus the density range where 
strong metallicity is expected) is higher in the former, the actual temperature dependent fractional 
change in the resistivity is still considerably higher in the Si(111) system even at this higher absolute 
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density compared with the Si(100) system because of the large valley degeneracy operational on the (111) 
surface! This establishes that one cannot compare nc values between two different 2D materials to con-
clude about their relative strength of metallicity – although Si (111) has relatively higher nc, it still has 
stronger metallicity compared with Si (100) system.

To establish the qualitative validity of our analytical results presented above, we provide in Fig. 4 our 
detailed numerically calculated results for the 2D resistivity in 2D Si(100), Si(111) (using both gv =  2 and 
6), and n-GaAs (gv =  1) systems directly using Eqs. (1)–(6) with no additional approximations. It is man-
ifestly clear that the numerical results establish that the metallicity is the strongest (weakest) in Si(111) 
(n-GaAs) system exactly as our analytical considerations imply. In Fig. 4, we have shown by vertical lines 
various values of the mobility-dependent Dingle temperature (TD) which would cut off the temperature 
dependence, explicitly bringing out the fact that the low-mobility samples with high disorder (and the 
associated high TD values) would not manifest any metallic behavior. An alternative statement is that 
low mobility implies high values of metallic density in Fig. 4 applying only for n >  nc where the metallic 
temperature dependence is weak. This means that the observation of any metallic behavior necessitates 
low values of nc where Fig. 4 shows strong metallic temperature dependence

We conclude this section by summarizing our finding for the materials dependence of 2D systems 
manifesting strong 2D MIT behavior (i.e., a strong metallic temperature dependence with large dρ/dT >  0 

Figure 4. Resistivity as a function of temperature for different densities (in the unit of 1011 cm−2). 
The resistivities are calculated with the parameters corresponding to (a) Si(100), (b) Si(111) with gv =  2, 
(c) Si(111) with gv =  6, and the same impurity configurations (impurities are located at the interface of Si 
and SiO2). The vertical red dashed lines indicate the Dingle temperatures corresponding to the mobility 
μ =  2 ×  105, 5 ×  104, 2 ×  104, 5 ×  103 cm2/Vs (left to right, also TD values are shown at top left corner in the 
figures including a value for 103 cm2/Vs, i.e., the highest temperature in each figure). The critical density 
can be calculated from Ec =  kBTD =  Γ , i.e., nc =  (gs gv /4π)(e/μħ), which is independent on the effective 
mass for a given mobility. Thus, for given mobilities μ =  103, 5 ×  103, 2 ×  104, 5 ×  104, 2 ×  105 cm2/Vs, we 
have the critical densities nc =  48.3, 9.7, 2.4, 0.97, 0.24 ×  1010 cm−2 for gv =  2, and nc =  144.9, 29.0, 7.2, 2.9, 
0.72 ×  1010 cm−2 for gv =  6. For different mobility and valley degeneracy nc scales as nc ∝  gs gv /μ.  
(d) Resistivity of a GaAs system as a function of temperature for different densities (in the unit of 
1010 cm−2), which are calculated with the parameters corresponding to GaAs with gv =  1 and the interface 
impurities between GaAs and GaAlAs. The vertical red dashed lines indicate the Dingle temperatures 
corresponding to the mobility μ =  107, 106, 105 cm2/Vs (left to right, also TD are shown at top left corner 
in the figures including values for μ =  104 and 103 cm2/Vs, i.e., 10 K and 100 K, respectively). For given 
mobilities μ =  107, 106, 105, 104, 103 cm2/Vs, the critical densities are given by nc =  0.002, 0.024, 0.242, 2.42, 
24.2 ×  1010 cm−2 for gv =  1, respectively. Values of TD (nc) indicate the temperature (density) thresholds above 
which the metallicity behavior may manifest itself as discussed in the text.
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for n nc). We find that Tc defined by Tc =  TF(n =  nc) must be small enough so that Tc <  TBG for phonon 
effects to be negligible at low temperatures. We also need disorder to be small enough so that TD <  Tc, 
and therefore TD <  Tc <  TBG must be satisfied as the necessary condition for the manifestation of 2D MIT. 
The sufficient condition is given by qTF/2kF >  1 (or at least, not too small) for n >  nc so that dρ/dT is not 
too small. Using the known expressions for the relevant variables TBG, TF, TD, qTF, and kF we conclude 
that gv, m, and vph should be as large as possible [see Eq. (18)], disorder should be as small as possible 
so that μ is large [see Eq. (19)], and κ/g mv

3 2 2 should be as larger as possible [see Eq. (20)], implying not 
only large gv and m, but also small κ. This immediately leads to the conclusion that high-mobility Si(111) 
2D systems will manifest the strongest 2D MIT behavior (since gv =  6 here, and m is large) whereas 2D 
n-GaAs will have the weakest 2D MIT behavior (since m =  0.07me is the smallest here with gv =  1), and 
high-mobility Si(100), 2D p-GaAs, and 2D SiGe systems will have strong 2D MIT behaviors since 
m =  0.19 and gv =  2 [for Si(100)], m =  0.4 and gv =  1 (for 2D p-GaAs) are consistent with strong 2D MIT 
behavior. It is gratifying to know that this material-dependence is exactly what is manifested experimen-
tally with high-mobility Si(111) 2D systems showing43–47 the strongest 2D metallic behavior and 2D 
n-GaAs showing the weakest 2D metallic behavior41. Of course, if the sample mobility is low so that the 
condition TD <  Tc <  TBG is violated, then there would be no 2D MIT behavior at all, as happened in 
almost all low-mobility 2D systems prior to 1995. We also mention that if the spin degeneracy is lifted 
(so that gs =  1 instead of 2), for example, by the application of a strong parallel magnetic field, then 2D 
MIT behavior is suppressed according to the above considerations, and as observed experimentally. Our 
presented numerical results (Fig. 4) agree with our analytical results.

Disorder and Interaction Effects on 2D Polarizability
The mean-field RPA-Boltzmann screening theory approach to disorder-limited 2D transport used in 
our analyses so far ignores the effects of disorder and interaction on the screening function itself, and 
incorporates the temperature-induced modification (Fig. 1) of the finite wave number 2D polarizability 
function as the key physical mechanism controlling the observed intrinsic metallic behavior. The two 
dimensionless parameters controlling the metallic temperature dependence of 2D transport are T/TF and 
qTF/2kF, both of which should be large (or at least, not too small) for the manifestation of metallicity. This 
immediately leads to the question of how disorder and interaction themselves modify the 2D screening 
function and whether the temperature dependence of the resistivity arising from the thermal suppres-
sion of 2kF-screening in the noninteracting 2D polarizability function of the clean system is theoretically 
robust beyond the zeroth order mean field RPA-Boltzmann theory used in our considerations. This is of 
course an important, but also a very hard, open question whose answer can at best be approximate in any 
attempted theories since the fate of an interacting electron system (either in the continuum jellium model 
of an electron liquid as appropriate for our system or in the corresponding Mott-Hubbard-Anderson 
model on a lattice) in the presence of disorder is unknown as the problem is a true strong-coupling 
non-perturbative problem (with the notorious fermionic sign problem not amenable to large scale com-
puter simulations).

In this section, which should be considered a continuation of the section II of our article, we present 
some simple calculations going beyond the RPA theory of screening including disorder and interaction 
effects, and arguing that perhaps disorder and interaction, when they are not too strong, would not 
change the picture qualitatively, but our claims and findings in this context are rather modest and should 
be taken as very approximate attempts toward a long-standing unsolved problem. There are alternative 
(and more ambitious) theoretical approaches18,48,49 to the problem (of including disorder and interaction 
in the 2D transport theory) in the context of 2D MIT phenomena which are complementary to our work 
(and which also happen to be much less predictive than our theory – the great advantage of our zeroth 
order theory is its simplicity enabling us to make precise quantitative predictions as described in section 
III of this article). We mention that the consideration of interaction effects (beyond RPA screening) is 
not just of academic interest here since the physics of the 2D metallic behavior (i.e., the manifestation 
of a strong temperature dependence in the 2D resistivity) is inherently a low-density phenomenon (by 
virtue of the necessity of x =  qTF/2kF being not too small and nc being low so that TF is not too high) as 
emphasized in the last section. In fact, we can rewrite the dimensionless parameter ‘x’ as:

= / = ∼ , ( )
/ − .x q k g r n2 25TF F s

3 2 0 5

where, κ π= /r me ns
2  is the dimensionless Wigner-Seitz radius characterizing the interaction strength 

in an electron liquid and g =  gs gv is the total ground state degeneracy. We note that a large (or not too 
small) value of x, as necessary for strong 2D metallicity, implies that rs cannot be too small which then 
brings into question the quantitative validity of the RPA screening approach since rs should be small 
(rs <  1) for the quantitative validity of RPA. Thus, some justification is needed in ignoring interaction 
effects in a low-density (rs >  1) electron system where 1/rs basically defines the average number of elec-
trons participating in a typical screening cloud. The main justifications for our mean-field RPA approach 
(other than its simplicity and predictive power) are (1) RPA is empirically known to work well for the 
quantitative description of many interacting Fermi liquid properties in 3D metals which typically have 
rs >  550,51, and (2) perhaps even more importantly, the 2D MIT phenomenon is primarily a 
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“high-temperature” phenomenon where T/TF cannot be too small for the observation of metallic behav-
ior, and as such, interaction effects might not be too crucial. In particular, T >  TD (ħ/tau) is necessary for 
2D metallicity to manifest itself, making the phenomenon essentially a high-temperature phenomenon 
where quantum correlation effects might be small. Nevertheless, it is necessary to investigate both disor-
der and interaction effects on the 2D screening properties going beyond RPA which is what we do below.

In this section, we theoretically consider the influence of random charged impurity disorder52–54 and 
exchange-correlation effects arising from electron-electron interactions55 on the 2D electron polarizabil-
ity (or equivalently the screening function). The noninteracting static 2D screening function in a clean 
system was first calculated by Stern56 within the random phase approximation (RPA). In the current 
work we consider two separate generalizations of the RPA screening theory: Inclusion of impurity scat-
tering effects and inclusion of electron-electron interaction effects. In both cases, we consider theoretical 
approximation schemes to go beyond the simple RPA theory. The full transport theory including both 
disorder and interaction effects on screening, however, remains a formidable open challenge for the 
future well beyond the scope of the current work although we cite approximate efforts in this direction 
by other groups using alternative (and highly approximate) theoretical techniques18,48,49

Our reason for considering (separately) both disorder and interaction effects on electronic dielectric 
screening is simply the fact that both become important in the low carrier density regime, and thus it 
is important to have some approximate estimate of both corrections to the basic RPA screening theory. 
In this context it is important to emphasize that we have assumed throughout that the system remains 
homogeneous even in the low carrier density regime so that the standard ensemble averaged diagram-
matic perturbation theory is applicable even in the presence of disorder. This may not, however, be true 
in the low carrier density regime in the presence of long-range Coulomb disorder where linear screening 
itself may fail due to the non-perturbative formation of charged impurity-induced electron puddles lead-
ing to an inhomogeneous density landscape which we have discussed elsewhere57. In the current work, 
we assume that the system remains homogeneous throughout and consider disorder and interaction 
effects on the electronic polarizability function diagrammatically.

We first consider disorder effects on the static 2D polarizability. Since Coulomb disorder with its 
long-wavelength divergence must necessarily be screened for meaningful results, the inclusion of disor-
der effects on screening involves a nonlinear self-consistent theory where the screened Coulomb disorder 
arising from random quenched charged impurities in the background both determines screening and is 
determined by it through the renormalized Green’s function. Thus, to calculate the screening function in 
the presence of disorder we use the renormalized electronic Green’s function due to the electron-impurity 
interaction. The electronic self-energy corrections due to the impurity scattering are obtained in the 
non-crossing multiple-scattering approximation [see Fig. 5(a)]. To calculate the self-energy corrections 
(Σ ) the actual electron-impurity Coulomb interaction should be used, but the real calculation with long 
range Coulomb interaction is intractable, particularly because of the non-linear self-consistency require-
ment. In this calculation we approximate the disorder to be of the short-ranged form, v0δ(x −  x0).

The static polarizability function (Π γ) formed from the renormalized Green’s function is obtained 
from the ladder vertex Bethe-Salpeter integral equation which can be exactly solved for the short-range 
disorder model [see Fig. 5(c,d)]

∫
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Figure 5. Set of diagrams used in this calculation: (a) the self energy corrections, (b) renormalized 
Green function, (c) static polarizability function (Πγ) formed from the renormalized Green function, 
and (d) impurity ladder vertex corrections. 
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where NF =  gs gv m/2π is the 2D density of states at the Fermi energy, γ π= n v N2 i F0
2  with an impurity 

density (ni) is the disorder scattering strength at the Fermi surface, and Π (q, ω) is given by

∑ω ω ω

ω
ω
ω
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where ω µ Σ ω( , ) = ( / ) + − ( ) − /F q q w q2 42 . The chemical potential μ is calculated self-consistently 
so that, as γ is changed, the total density ∫= ( )

π
n g g f ks v

dk
2

 is kept constant, where f(k) is the momentum 
distribution function in the presence of disorder and given by ω( ) = ∑ ( , )ω

−f k G kIm 1  with G being 
the electron propagator including disorder scattering effects [Fig.  5(a,b)]. We note that the disorder 
dependent chemical potential decreases approximately linearly with the scattering strength [i.e., 
μ(γ)/EF =  1 −  aγ/EF]. This behavior is quite a contrast to the temperature dependence of the chemical 
potential, in which the chemical potential decreases with temperature exponentially at low temperatures 
[i.e., μ(T)/EF =  1 −  T/TFexp(−  TF/T)]. In Fig. 6 we show the calculated static polarizability as a function 
of wave vector for various scattering rates. Since the chemical potential decreases linearly with disorder 
strength the polarizability at q =  0 also decreases linearly with disorder strength. Note that the suppres-
sion of the polarizability due to thermal effects is exponential, i.e., (∝ exp[− TF/T]). As shown in Fig. 6 
the sharp cusp at q =  2kF is significantly softened by disorder very similar to the softening by finite 
temperature effects shown in Fig.  1. Thus, the sharp cusp in the electronic polarizability function at 
q =  2kF is rounded by disorder effects in a way similar to thermal effects, and therefore, depending on 
whether temperature or disorder is stronger, screening will be suppressed either by temperature or by 
disorder. This immediately leads to our physical argument in section III for why TD might cut off the 
metallicity, (i.e., for T <  TD), the metallic temperature dependence of 2D resistivity will be suppressed by 
disorder since TD basically is a measure of the disorder strength. This explains (at least partially) why 
T >  TD is necessary for the manifestation of the 2D metallic behavior or equivalently why 2D metallicity 
is necessarily a high-temperature phenomenon (or equivalently, why disorder or TD must be very small 
in order for the 2D effective metallic phase to manifest itself) as argued in section III heuristically.

Now we discuss interaction effect on the 2D polarizability also using a perturbative approach. So far 
we have considered the zeroth order polarizability or the non-interacting system [i.e., bare bubble of 
Fig. 7(a)]. In section II we discussed the temperature dependence of the zeroth order polarizability. We 
now obtain the finite temperature polarizability function by going to first order in Coulomb interaction 
in the diagrammatic perturbation theory as shown in Fig.  7(b). There are three diagrams with one 
Coulomb line in the first-order interaction correction to the polarizability. In Fig. 7(c) we show the cal-
culated total result including all three first-order diagrams. We note that although each diagram in 
Fig. 7(b) diverges logarithmically, the sum of the three first-order diagrams converges which gives us the 
finite-temperature 2D static polarizability up to leading order in Coulomb interaction. At zero tempera-
ture we have πΠ ( = ) = /q N r0 2F s1 , where NF =  Π 0(q =  0) is the 2D density of states and 

κ π= /( )ħr me ns
2 2  is the Wigner-Seitz parameter. In the numerical results shown in Fig.  7 we use 

rs =  1.8 which corresponds to the electron density of n =  1011 cm−2 for the n-GaAs system. The zero 
temperature Π 1(q, T =  0) shows a very sharp peak at q =  2kF, which is a direct consequence of the 2D 
characteristic scattering arising at the Fermi surface. However, as shown in Fig.  7 this sharp peak at 
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0.2, 0.5, 1.0 EF (from top to bottom). 



www.nature.com/scientificreports/

1 5Scientific RepoRts | 5:16655 | DOI: 10.1038/srep16655

q =  2kF is significantly softened (suppression of the Kohn anomaly as shown in the zeroth-order polar-
izability in Fig. 1) by finite temperature effects.

The interaction correction to the finite-temperature polarizability presented in Fig. 7 implies a much 
stronger thermal suppression of 2kF-screening than in the corresponding non-interacting case shown 
in Fig.  1 mainly due to the strong exchange-induced enhancement of 2kF-screening at zero temper-
ature. Such a strong thermal effect would imply a very strong metallic behavior in the 2D resistivity 
which is not observed experimentally. We also mention that there is not much evidence for the strong 
zero-temperature exchange-enhanced 2D Kohn anomaly apparent in Fig. 7(b) at T =  0. One possibility is 
that higher-order interaction corrections would cancel out (at least partially) the strong correction indi-
cated by the first order effects. The other possibility, which becomes obvious when we compare Figs 1(a),6 
and 7(c), is that in realistic 2D systems, where both disorder (Fig. 6) and interaction (Fig. 7) are present, 
the two effects cancel each other out (at least partially), with interaction enhancing the thermal effect 
(Fig. 7) and disorder (Fig. 6) suppressing the thermal effect, leading to the original RPA screening result 
shown in Fig. 1 and used throughout our transport theory being a reasonable approximation.

Since the collisional level broadening (disorder) smears out the cusp at q =  2kF of the zeroth order 
polarizability, we also expect the suppression of the sharp peak (the Kohn anomaly) in the first order 
correction of the screening function. Thus, the sharp peak in the electronic polarizability function at 
q =  2kF is rounded by both disorder effects and thermal effects. Our general finding is that both thermal 
effects and impurity scattering effects always weaken 2D screening by rounding off the singular behavior 
at 2kF

34 whereas interaction by itself could enhance screening.
Much more work will be necessary for a complete understanding of both disorder and interaction 

effects on 2D transport properties, but our approximate results presented in this section indicate (at least) 
the possibility of a partial cancellation between the two effects, restoring some confidence in our use of 
RPA screening in understanding 2D transport behavior in realistic semiconductor structures where both 
disorder and interaction effects are undoubtedly present.

Discussion and Conclusion
In this work, we have investigated the necessary and sufficient conditions for different 2D semiconduc-
tor systems to manifest strong effectively metallic temperature dependence in their electrical resistivity 
arising entirely from intrinsic electronic mechanisms in the Bloch-Grüneisen temperature regime where 
phonon effects are negligible. Using a physically motivated mean-field model of RPA-Boltzmann trans-
port theory, where the carrier resistivity arises entirely from scattering off random quenched charged 
impurities in the environment, we have argued that the strong temperature dependence of 2kF-screening 
in 2D systems could by itself produce a metallic temperature dependence in qualitative agreement 
with experimental findings in many 2D systems. We have shown that such a temperature-dependent 
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2kF-screening, and therefore the 2D metallic behavior manifested in the strong temperature-dependent 
resistivity, is intrinsic to 2D systems and does not happen in 3D metals or semiconductors which man-
ifest the usual Sommerfeld thermal behavior. Using the screening theory, we have derived a number of 
simple analytical results, supported by direct numerical results, putting constraints on the temperature, 
density, and mobility regimes where the 2D metallic behavior would be most pronounced and provided 
a reasonable explanation for why such a 2D metallic behavior was not observed during the numerous 
studies of 2D transport in Si-based 2D systems in the 1970s and 1980s. Finally, we considered through 
leading-order perturbative approximations how the inclusion of disorder and interaction effects (i.e., 
going beyond the mean field RPA theory) could modify 2D screening properties, arguing that the two 
effects, while being strong individually, oppose each other qualitatively and quantitatively so that RPA 
may not necessarily be a bad approximation for understanding transport properties of 2D semiconductor 
systems.

The motivation for the current work is easy to state. Imagine someone has a 2D sample of some 
material [e.g., a Si(100) MOSFET] where the only experimental information available is the value of 
maximum mobility in the sample at low temperatures (or just the critical density for the system to 
become a strongly localized insulator at low temperature). Can we predict the 2D metallic behavior in 
terms of the density and temperature regime where a strong temperature-dependent resistivity would 
manifest itself? Our analyses indicate that the answer to this question is affirmative. In particular, the 
necessary condition for the 2D metallicity to manifest itself is that the inequality TD <  Tc <  TBG must be 
satisfied where all quantities are defined in Sec. III and Tc =  TF (n =  nc), whereas the sufficient condition 
is that the value of the dimensionless parameter x =  qTF/2kF must not be small at the density being used 
for the resistivity measurement. This latter condition implies that the experimental density n (> nc) for 
the observation of the metallicity must satisfy the inequality nc <  n <  nM where nM is defined in Sec. III. 
Our analytical considerations immediately lead to the conclusion that the 2D metallicity would be the 
strongest in the 6-valley degenerate Si(111) 2D system, intermediate in Si(100) and p-GaAs 2D systems, 
and by far the weakest in 2D n-GaAs system where one would have to go down to n ≈  109 cm−2 density 
for observing any appreciable metallic temperature dependence in the resistivity necessitating mobilities 
around 107 cm2/Vs. All of these conclusions are consistent with our detailed numerical results and exper-
imental results from many laboratories.

Before concluding, we want to discuss two salient features (one occurring at low temperatures, T ≪  TF, 
and the other at high temperatures, T ~ TF) of our screening theory with concrete and falsifiable predic-
tions. First, the theory [see Eq. (14)] predicts a maximum possible magnitude of the 2D metallicity as 
defined by the dimensionless parameter ρ/


d dt where ρ ρ ρ= ( )/


T 0 where ρ0 =  ρ(T =  0) and t =  T/TF. 

At very low temperature (T ≪  TF), Eq. (14) gives:

ρ/ = /( + ), ( )
d dt x x2 1 28

where x =  qTF/2kF. Assuming a very clean system so that TD ≪  T ≪  TF ≪  TBG (and no complications from 
weak localization corrections ignored in our consideration), the above formula predicts that the dimen-
sionless temperature derivative of a 2D system must vary as ~x ∝  n−0.5 at high density (x ≪  1) and become 
just ‘2’ asymptotically at low density (x ≫  1). The clear prediction is that all 2D systems would have a 
maximum possible value of two for the dimensionless metallicity as defined by the temperature deriva-
tive ρ/


d dt! This is a concrete prediction which should be experimentally checked for different 2D sys-

tems by carrying out transport measurements for the best possible samples (highest mobility) at the 
lowest possible temperatures and densities. To the best of our knowledge, this quantitative prediction has 
never been experimentally tested. Any experimentally measured deviation from this predicted RPA 
metallicity would indicate the quantitative importance of interaction or disorder, providing clear direc-
tions of future theoretical work in the subject.

The second prediction is the high-temperature quantum-classical crossover predicted around T ~ TF 
in the theory where the transport behavior changes from ‘metallic-like’ (dρ/dT >  0) to ‘insulating-like’ 
(dρ/dT <  0) at some density-dependent finite temperature T* with the asymptotic analytical properties 
given respectively in Eqs. (14) and (15) for T ≪  TF and T ≫  TF. Provided that the condition TBG ≫  TF is 
satisfied at the particular density, this temperature-dependent crossover (at a constant carrier density) is 
generically present in all 2D MIT experiments where the measured resistivity ρ(T, n) invariably changes 
its sign at some high crossover temperature T*(n) with T* being defined by dρ/dT =  0 at T =  T* at a fixed 
density n.

The predictions of Eqs. (14) and (15) respectively are that ρ(T) −  ρ0 ~ T deep in the quantum regime 
(T ≪  TF) and the conductivity σ =  1/ρ goes as ~T in the classical regime T >  TF. The high temperature 
‘classical’ linear in temperature behavior of the 2D conductivity (for T >  T*) has indeed been reported 
in several experiments58–61, but the topic of high-temperature (around T ~ T*) transport in 2D systems 
has not attracted the attention it deserves perhaps because of the uncritical focus of the community on 
whether the density-driven transition around n =  nc at low temperature is a crossover or a true quan-
tum phase transition. The interesting non-monotonic temperature dependence of ρ(T) around T ~ T*(n) 
rather clearly establishes that the 2D metallic phase is an effective high-temperature metal rather than 
a new quantum metal, as such, much more experimental work should be devoted to the behavior of 
transport around T ~ T*.
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Our numerical results presented in Fig.  4 show that the screening theory consistently gives T* ~ TF 
whereas experimentally the temperature-induced crossover seems to occur over a range of temperature 
T* ~ TF/2 −  2TF, depending on the 2D material and the carrier density involved. It is interesting that 
T* always falls within a factor of 2 of our predicted quantum-classical crossover temperature ~TF, but 
more systematic experimental work is necessary in pinning down the behavior of T* as a function of 
the dimensionless variable x =  qTF/2kF in different materials system, subtracting out possible phonon 
effects which may not be negligible at higher temperatures62,63. Understanding the detailed quantitative 
behavior of T* in different systems is particularly important in view of a competing renormalization 
group based two-parameter scaling theory48,64 for the metallic phase which claims, in contrast to our 
contention, that 2D MIT is indeed an interaction-driven quantum phase transition with the crossover 
regime T* <  TF playing a crucial role in the quantum coherent scaling properties of the system. There has 
even been a claim of an experimental verification65 of the scaling theory where the resistivity data around 
the crossover temperature T* plays a key role in determining the quantum critical properties in spite of 
T* ~ TF (i.e., an essentially classical regime) in the experiment! (We note, however, that a weak-coupling 
perturbative RG analysis manifesting a phase transition at the 2-loop order64,65 is highly suspect in the 
strong-coupling regime where the theory may not be valid, and the real possibility that such a transition 
is simply an artifact of the theory cannot be ruled out). To contrast our screening theory with the scaling 
theory, it is crucial to understand the detailed behavior of T* in different materials. We note, however, 
that the scaling theory, being a theory involving an expansion in 1/gv, should be essentially exact for the 
6-valley Si(111) 2D system where the experimentally observed T* ~ 1.5TF, in agreement with our theory, 
is in apparent disagreement with the scaling theory where the stringent requirement of T* <  ħ/τ puts 
T* <  100 mK in the Si(111) system in sharp contrast with experiments42. The key difference between 
our theory and the scaling theory is that ours is a ballistic “high-temperature” theory where T >  TD 
is necessary for metallicity (and T* ~ TF necessary for the quantum-classical crossover induced max-
ima in the resistivity) whereas the scaling theory is strictly a theory in the diffusive “low-temperature” 
(T <  TD) regime so that T* <  TD <  TF is necessary. In the experimental high-mobility 6-valley Si (111) 2D 
system42–45, TD ~ 100 mK whereas T* ~ TF ~ 2 K which appears inconsistent with the scaling theory (but 
perfectly consistent with our screening theory), but much more work would be necessary to settle this 
important question. The strong metallic behavior of the 2D p-GaAs system is also inexplicable from the 
scaling theory perspective since it has gv =  1 whereas in our screening theory, the important parameter is 
gvm which is about the same in two-valley Si(100) system and one-valley p-GaAs system, indicating sim-
ilar metallic behaviors in these two 2D materials in the screening theory. We also point out that the 2D 
metallic phase in our screening theory is an effective ‘high-temperature’ metal in the ballistic regime by 
virtue of the strong screening induced metallicity in the TBG >  TF >  T >  TD regime with weak localization 
induced logarithmic insulating behavior necessarily showing up in the ‘low-temperature’ diffusive regime 
(T ≪  TD) although such weak-localization effects may not always be easy to see experimentally due to 
electron heating effect necessarily present in semiconductor carriers at low temperatures. We mention 
that the very low-temperature insulating upturn in the 2D resistivity has been experimentally seen deep 
in the diffusive regime casting doubts on the scaling theory claim of a generic quantum phase transition 
in 2D interacting disordered systems8,66,67.

The calculation of T*(n), the characteristic ‘high’ (~TF) temperature where the resistivity derivative 
changes its sign from being metallic-like (dρ/dT >  0) to being insulating-like (dρ/dT <  0), is straightfor-
ward, if somewhat tedious, in our screening theory as we need to solve the integro-differential equation 
defined by the condition:

σ ( , )/ = , ( )d n T dT 0 29

using the integrals given in Eqs. (1)–(6) defining the temperature and density dependent conductivity, 
σ =  1/ρ. First, we note that it follows directly from Eqs. (1)–(6) and Eq. (29), neglecting all nonessential 
complications arising from quasi-2D wavefunction and impurity distribution effects, that T*(n) has an 
approximate scaling form for a given material in the strict 2D limit going as:

/ = ( ), ( )⁎T T F x 30F

where F(x =  qTF/2kF) is a scaling function of the dimensionless screening parameter x and TF sets the 
electronic energy scale in the problem. Of course in real systems, the quasi-2D carrier wavefunctions, 
the actual impurity distribution in the sample, and possible presence of additional scattering mechanisms 
(not included in our Coulomb disorder model) will lead to deviations from the perfect scaling form 
given in Eq. (30), but an approximate scaling form is still expected. In Fig.  8 we present our directly 
numerically calculated T*/TF as a function of the dimensionless screening parameter x for the transport 
results presented in Fig.  4 including realistic quasi-2D Coulomb form factor effects. The calculations 
carried out for five distinct systems in Fig. 8 (n-GaAs with gv =  1, n-Si(100) with gv =  2, n-Si(111) with 
gv =  2, 4, 6) using realistic density values clearly establish the rather impressive scaling of T*/TF as a 
function of qTF/2kF ( κ/ /~g m nv

1 2). Although these systems encompass very different effective masses 
[varying from 0.07 for GaAs to 0.3 for Si(111)] and very different valley degeneracies, the characteristic 
temperature T*, when scaled with respect to the Fermi temperature ( /~T n g mF v ) of the appropriate 
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system, shows a universal scaling form with respect to qTF/2kF. This amazing scaling property of T* in 
the screening theory, which has not before been pointed out in the literature, can be directly experimen-
tally tested by measuring T*(n) in various 2D systems as a function of temperature. We mention that our 
finding that T*/TF essentially falls between 0.5TF and 2TF (as can be seen in Fig. 8) for most 2D experi-
mental systems, and that T*/TF tends to be larger in the Si(111) gv =  6 system (around 1.5 −  2TF)42 com-
pared with n-GaAs system (T* ~ 0.5TF)68 with the Si(100) 2D system being intermediate is consistent with 
experimental results. In addition, our finding of T*/TF increasing with qTF/2kF, which implies that T*/TF 
should increase (decrease) with deceasing (increasing) carrier density in the same sample is also consist-
ent with experiments. It is curious that both our screening theory and the interaction-based RG the-
ory48,64 predict T* to be a scaling function, albeit for qualitatively different reasons with ours being a 
‘high-temperature’ ballistic theory for T* (~TF) and the RG theory being a ‘low-temperature’ (T* ≪  TF) 
diffusive theory.

Finally, we comment on the possibility of screening-induced metallic temperature dependence in 2D 
graphene or other related chiral systems where also charged impurity scattering is often the dominant 
resistive scattering mechanism69–72. It turns out that the chiral nature of graphene completely suppresses 
2D backscattering (i.e. essentially no 2kF-scattering in graphene), and therefore, one does not expect73,74 
any screening-induced metallic temperature dependence in graphene (or 3D topological insulator sur-
face layer) resistivity, and in fact, very high-quality high-mobility graphene manifests weakly insulating 
temperature dependence at low carrier densities and low temperatures, which has been experimentally 
verified75,76.
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