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rse energy gap law: a vacuum-
evaporable Fe(II) low-spin complex with a long-
lived LIESST state†

Jan Grunwald,a Jorge Torres,b Axel Buchholz, c Christian Näther, a

Lea Kämmerer, d Manuel Gruber,d Sebastian Rohlf,e Sangeeta Thakur,b

Heiko Wende, d Winfried Plass, c Wolfgang Kuch *b and Felix Tuczek *a

The novel vacuum-evaporable complex [Fe(pypypyr)2] (pypypyr = bipyridyl pyrrolide) was synthesised and

analysed as bulk material and as a thin film. In both cases, the compound is in its low-spin state up to

temperatures of at least 510 K. Thus, it is conventionally considered a pure low-spin compound.

According to the inverse energy gap law, the half time of the light-induced excited high-spin state of

such compounds at temperatures approaching 0 K is expected to be in the regime of micro- or

nanoseconds. In contrast to these expectations, the light-induced high-spin state of the title compound

has a half time of several hours. We attribute this behaviour to a large structural difference between the

two spin states along with four distinct distortion coordinates associated with the spin transition. This

leads to a breakdown of single-mode behaviour and thus drastically decreases the relaxation rate of the

metastable high-spin state. These unprecedented properties open up new strategies for the

development of compounds showing light-induced excited spin state trapping (LIESST) at high

temperatures, potentially around room temperature, which is relevant for applications in molecular

spintronics, sensors, displays and the like.
1 Introduction

The introduction of function on a molecular level as opposed to
bulk material has gained increased interest in recent years.1–3

Aside from completely new applications, functional molecules
bear the potential for miniaturisation of current devices. In
particular, so-called spin-crossover (SCO) complexes that can be
switched between two states with distinct optical, magnetic,
geometric and electronic properties4–13 are attractive for the
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development of sensors,14–19 actuators,20,21 displays22,23 and data
storage.22,24–29 Spin-crossover is most oen found in octahedral
complexes with Fe(II) as the central atom, but can generally
occur in transition metal complexes with two different elec-
tronic ground states.30–36 For octahedral complexes this is
possible with electron congurations of d4–d7. One possible
arrangement of the electrons is according to maximum spin,
following Hund's rule (see Fig. 1a). This arrangement is called
the high-spin state (HS). On the other hand, the low-spin state
(LS) describes the arrangement where energetically favoured
orbitals are occupied rst, leading to minimum spin. If those
two states are close enough in energy, external stimuli such as
temperature, pressure or light can induce a spin transition that
is called spin-crossover. Thermally induced SCO is charac-
terised by the temperature T1/2 at which equal fractions of
molecules are in the two spin states. The steepness of thermal
SCO is strongly inuenced by intermolecular interactions.
These cooperative effects occur predominantly in bulk material
and can result in abrupt, incomplete or step-wise transitions, as
well as hystereses.31 Light-induced spin transition is of interest
for a broad range of applications. Here, in the case of metal
centres with an electron conguration of d6 (e.g., Fe(II)), exci-
tation of d–d or charge-transfer transitions from the ground
state (LS) via light followed by two intersystem-crossing steps
leads to the metastable HS state.30,31,37
Chem. Sci., 2023, 14, 7361–7380 | 7361
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Fig. 1 (a) Octahedral ligand field splitting and electron occupation for a central atom with an electron configuration of d6, such as Fe(II). The
high-spin state with maximum spin (S= 2, left) and the low-spin state with minimum spin (S= 0, right) are shown. (b) Structure of the synthesised
and investigated complex [Fe(pypypyr)2].
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While light-induced spin transition occurs at all tempera-
tures, the lifetime of the metastable HS state drastically
depends on the temperature: only at low temperatures (typically
below 100 K) is the thermal relaxation rate low enough to
effectively trap the molecules in the metastable state. Hence,
this effect is called the light-induced excited spin state trapping
(LIESST) effect.31 Due to the desire for light-induced spin-
crossover at ambient temperatures, extensive effort has been
put into research to increase TLIESST, the temperature at which
the metastable state becomes unstable. According to the inverse
energy gap law, the nonadiabatic tunneling rate that governs
the relaxation process at low temperatures increases with
increasing T1/2.30,33,38 Hence, to the best of our knowledge, no
Fe(II) complex with a transition temperature signicantly above
room temperature (typically referred to as an LS compound) has
been found whose LIESST state is stable long enough to be
observed with common analytics, without stabilising the HS
state in a matrix39,40 or by changing the coordination
number.41–45

For many potential applications, it is necessary to deposit the
SCO compounds on surfaces as thin lms.46–48 While there are
several methods to realize this,49,50 such as lithographic
methods,51–53 drop casting,54,55 spin coating,56–59 Langmuir–Blodg-
ett techniques60–64 and electrospray ionisation deposition,65–67

physical vapour deposition (PVD) or sublimation has been found
to be optimal in practice,46,47,68 as this method does not require any
uncommon equipment and works without solvents. However, it
requires the compounds to sublime before thermal decomposi-
tion. This was rst shown successfully for [Fe(phen)2(NCS)2] (phen
= 1,10-phenanthroline),68–72 followed by several complexes based
on bi-73–80 or tridentate81–90 borate ligands andmore recently for two
tridentate ligands with one oxygen donor atom.65,91 The only other
complexes with a [FeN6] coordination sphere that are not based on
borate ligands are [Fe(NCS)2(L)] based on the neutral tetradentate
ligand 1-{6-[1,1-di(pyridin-2-yl)ethyl]-pyridin-2-yl}-N,N-dimethylme-
thanamine92 and [Fe(py(CF3)2pyr)2(phen)] (pypyr= 2-(pyridine-2-yl)
pyrrolide).93

A common problem found with SCO molecules on surfaces is
their instability in direct contact with noble metals.66,71,94–96
7362 | Chem. Sci., 2023, 14, 7361–7380
Strategies to increase their stability include a higher chelate effect
and anionic ligands. Thus, the two best approaches seem to be
either two monoanionic tridentate ligands or one bianionic hex-
adentate ligand. This hypothesis is supported by the fact that the
only two complexes that have been shown to be functional in direct
contact with noble metals belong to the former category.97,98

Following this strategy, we synthesised a new complex based on
a tridentate version of the above-mentioned pyridyl pyrrolide
ligand, i.e., bipyridyl pyrrolide (pypypyr). This ligand was originally
designed and synthesised for potential analytical application for
luminescence degradation measurements on photocatalytic
surfaces.99 Its Co(II) complex was investigated theoretically towards
its use as a redox mediator.100 However, to the best of our knowl-
edge, so far this ligand has not been successfully coordinated to
any metal ion. Only a Ru(II) complex of a biphenyl substituted
variant has been synthesised.101 Thus, in the following, the
synthesis and characterisation of the rst two transition metal
complexes of pypypyr are presented.
2 Results and discussion
2.1 Synthesis

The ligand synthesis of pypypyrH was very straight-forward,
following the protocol from Böttger et al.99 with only small
alterations (see Fig. 2). Briey, we synthesised 6-bromo-2,2′-
bipyridine using a one-step Negishi coupling reaction instead of
the three-step synthesis by Böttger et al. However, the synthesis
of the iron(II) complex [Fe(pypypyr)2] proved to be more
complicated. Aer trying several bases to deprotonate the
ligand, we found the weakest base with sufficient basicity to be
KOtBu in acetonitrile, whereas the same base in tetrahydrofuran
was not effective. Aerwards, we tried a vast amount of
combinations of iron(II) precursors and solvents to remove the
side product (salt consisting of the cation from the base and the
anion from the precursor). In our hands, Fe(BF4)$6H2O in
acetonitrile and the addition of deoxygenated water leading to
near complete precipitation of the target complex gave the best
results. While free of any startingmaterials or side products, the
resulting powder was still contaminated by traces of impurities
© 2023 The Author(s). Published by the Royal Society of Chemistry



Fig. 2 Overview of the synthesis of the ligand pypypyrH and its neutral metal complexes. First, 6-bromo-2,2′-bipyridine was synthesised using an
in situ Negishi coupling reaction. Next, pyrrole was Boc-protected, in situ transformed into a boronic ester and coupled to the above arylha-
logenide in a Suzuki coupling reaction. After deprotection, the ligand was obtained in an overall yield of 36%, which can be increased by using
commercially available 6-bromo-2,2′-bipyridine. The iron(II) complex was synthesised in two ways using different precursors and bases, whereas
the zinc(II) complex was synthesised using [Zn(Et)2] as a precursor and a base, both. For more details see ESI, Section S1.2.†
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(i.e., solvents with ca. 1 mol%) that we were unable to remove
using heat and vacuum. Still, NMR spectroscopy, high-
resolution mass spectrometry and crystal structure analysis
proved the successful synthesis of [Fe(pypypyr)2], which was
investigated using various physicochemical and spectroscopic
methods described in the following.

For structural comparison, we synthesised the analogous
zinc(II) complex successfully using diethylzinc ([Zn(Et)2]) as
a base and zinc(II) source, both, with only gaseous ethane as
a side product. This spawned new ideas for the synthesis of the
iron(II) complex and ultimately led to the nding that the ligand
can bind to iron(II) even before deprotonation. In turn, the
consequence is a higher acidity of the pyrrole and therefore
methanolates are also able to turn the intermediate into the
target complex. This allowed us to use methanol and diethyl
ether as solvents, which we found to be more easily removed
from the powder. However, with this protocol, we were unable
to remove all traces of the side products. Ultimately, the same
general idea was further improved by using the in situ generated
precursor Fe(N(SiMe3)2)2, which is highly soluble in non-polar
solvents such as diethyl ether and has a low boiling point.
With this method, we were able to obtain the complex
[Fe(pypypyr)2] in analytically pure form.

2.2 Spin state investigations

We rst investigated the spin state of [Fe(pypypyr)2] by
measuring Mößbauer spectra at 80 K and 300 K (see ESI,
Fig. S2a and b†). The isomer shis d of 0.14 mm s−1 and
0.08 mm s−1, respectively, as well as the quadrupole splitting
parameters DEQ of 0.88 mm s−1 and 0.86 mm s−1, respectively,
indicate that the complex is in the LS state at both tempera-
tures. From Mößbauer data of related complexes, the high-spin
state of [Fe(pypypyr)2] should have an isomer shi of ca.
0.82–1.20 mm s−1 and a quadrupole splitting of about
1.31–3.72 mm s−1.102–106 Upon heating a sample of the title
complex to temperatures higher than 300 K, however, the
spectrum slightly changes, but no high-spin spectrum becomes
visible (see ESI, Fig. S2d†). This indicates that the complex is
still in the LS state up to at least 510 K. To support this
conclusion, we also conducted thermal analyses. Simultaneous
© 2023 The Author(s). Published by the Royal Society of Chemistry
differential thermal analysis (DTA) and thermogravimetry (TG)
measurements (see ESI, Fig. S3a†) show a gradual decrease in
sample mass starting at 450 K that can be attributed to subli-
mation of the sample. Only one endothermic event occurs at ca.
630 K. As this does not coincide with a mass loss, this could
potentially be caused by spin-crossover. To further investigate
this, we performed differential scanning calorimetry (DSC)
measurements. In agreement with the above results, a sharp
endothermic event at ca. 635 K was observed upon heating.
However, no exothermic event occurred at this temperature
upon cooling. With this event not being reversible, it cannot be
attributed to spin-crossover and is more likely caused by
thermal decomposition of the sample.

Finally, we employed X-ray powder diffractometry (XRPD) to
detect a possible spin state conversion of [Fe(pypypyr)2] at
temperatures above 300 K (see ESI, Fig. S4b†). Between 303 K and
603 K, the diffractograms of a powder of the sample with low
crystallinity barely change, with all reexes just slightly shiing to
lower 2q values. Starting at 603 K, however, the crystallinity of the
sample increases drastically, before the overall intensity of the
XRPDs starts to decrease between 634 K and 643 K. Finally, at
663 K the sample becomes X-ray amorphous, further conrming
the thermal decomposition at around this temperature. Cooling
the sample back to 300 K aer reaching 618 K preserves the
increased crystallinity (see ESI, Fig. S4a†). However, the resulting
XRPD is slightly different from the XRPDs above 603 K. Aside from
the shi to lower 2q values, an additional reex appears around
12° at high temperatures and the intensities of the two reexes
around 11° are switched. While this may indicate a spin-crossover
above 600 K, shortly before thermal decomposition, the data is
inconclusive and further research is necessary to validate this.

In conclusion, combined evidence from these experiments
indicates that [Fe(pypypyr)2] is a genuine low-spin complex with no
thermal transition to the high-spin state occurring below 600 K.

2.3 Investigation of the LIESST effect

Even though [Fe(pypypyr)2] shows no thermal spin transition
before thermal decomposition, we investigated the sample at
low temperatures under irradiation with light to observe
a potential LIESST effect. For this, we used SQUID
Chem. Sci., 2023, 14, 7361–7380 | 7363
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magnetometry, UV/vis spectroscopy and NEXAFS spectroscopy.
First, all three methods are described individually, before the
results are compared and discussed in Sections 2.4–2.6.

2.3.1 Paramagnetic susceptibility measurements. In para-
magnetic susceptibility measurements using a SQUID magne-
tometer on a powdered sample with an applied dc eld of 0.5 T,
we were able to conrm our above results: no paramagnetic
signal was detected in the temperature range between 5 K and
400 K. The sample being diamagnetic over the whole tempera-
ture range further proves that the bulk material is in the LS state
below 400 K and therefore has a T1/2 well above that
temperature.

For an investigation of a potential LIESST effect, the
powdered sample was placed in a sample holder with attached
bre optics. The sample was cooled to 5 K and the magnetic
moment was observed by single-scan measurements in 10 s
intervals. At 5 K, the signal was monitored without irradiation
for 5 min. Aerwards, the sample was irradiated for 30 min with
light at 545 nm, which notably led to an increase in the para-
magnetic moment (see Fig. 3a), indicating a light-induced spin
change. The resulting data was found to be best described by
triexponential behaviour (see eqn (1); tting parameters in
Table 1), as monoexponential and, to a lesser degree, biexpo-
nential ts showed poor results (see ESI, Fig. S9†).

gHS;exc: ¼ gHS;N �
 
1�

Xn
i¼1

Ai � e�kit

!
(1)

Higher-exponential behaviour suggests that there are
multiple species involved, which could either be an intrinsic
Fig. 3 Magnetic susceptibility data of [Fe(pypypyr)2]. (a) Time dependenc
and after (t = 30–60min) irradiation with 545 nm at 5 K. The HS fraction w
the value at saturation. This does not reflect the fraction of bulk material
switchedwith the used setup. (b) Temperature-dependence of the HS fra
relaxation from panel (a), the maximum HS fraction was set to 0.8, the fin
an artefact caused by zero-field splitting as well as the heat capacity of t
40 to 70 K the sample relaxes thermally into the LS state. After reaching 1
irradiation (black dots). Both data sets have been fitted using differential eq
line represents the first derivative of the Boltzmann fit for the determina
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trait of the sample or induced by photoexcitation inhomoge-
neities. Aer 30 min of irradiation, 92% of the saturation value
have been reached. However, this method cannot be used to
determine accurately which fraction of the bulk material is in
the HS state. Mainly, this is due to the unknown penetration
depth of the light used for the excitation. As the sample has
a very dark and deep colour, it is very likely to absorb a major
part of the incoming light. Therefore, the fraction of molecules
that comes into contact with light is probably very low. In fact,
evaluation of the data led to amaximum observed paramagnetic
susceptibility of 0.061 cm3 K mol−1 which corresponds to an HS
fraction of ca. 2% (in relation to ca. 3.5 cm3 K mol−1 typically
found for iron(II) HS compounds). The photo-excitation yield
could probably be increased by reducing the sample mass,107 as
this would lead to a higher surface-over-volume ratio. However,
a complete spin-state conversion could neither be observed in
vacuum-evaporated samples, which could be fabricated as thin,
optically transparent lms (see below). For evaluation and
comparison purposes, we, therefore, decided to consider gHS,rel.

as a fraction of the molecules in contact with light and set the
saturation value of the triexponential t to 100% relative HS
fraction (see Fig. 3a).

Aer 30 min of irradiation, the light was switched off,
causing an instantaneous increase in the signal, due to a rapid
temperature decrease. Importantly, the light-induced HS state
was found to relax slowly in the dark: 30 min aer irradiation
the paramagnetic moment was still at 87% of its peak value,
which corresponds to about 80% relative HS fraction. The
relaxation is again best described (see ESI, Fig. S9†) by a triex-
ponential decay (see eqn (2); tting parameters in Table 1).
e of the HS fraction (gHS,rel., black dots) over time during (t= 0–30 min)
as calculated by fitting the data with a triexponential fit and dividing by
that is in the HS state, but rather the fraction of molecules that can be
ction (gHS,rel., green dots). Since the sample was heated directly after the
al value (t = 60 min) in panel (a). The initial increase in the HS fraction is
he sample holder. The HS state is stable up to 40 K. In the range from
00 K, the sample was cooled to 5 K and heated again without previous
n (3) (data below 25 K were ignored) or a linear fit, respectively. The red
tion of TLIESST z 52 K.

© 2023 The Author(s). Published by the Royal Society of Chemistry



Table 1 Fitting parameters obtained from tri- or biexponential fits of the isothermal excitation and relaxation data obtained in the SQUID
magnetometric as well as the UV/vis and NEXAFS spectroscopic experiments. The isotherm data were measured at 5 K in the former two and at
8 K in the latter experiment

A1 k1/s
−1 A2 k2/s

−1 A3 k3/s
−1 gHS,N

Excitation SQUID 0.457 � 0.003 (9.4 � 0.1) × 10−4 0.21 � 0.01 (1.2 � 0.1) × 10−2 0.33 � 0.01 (1.9 � 0.6) × 10−1 1.000 � 0.006
NEXAFS 0.096 � 0.007 (1.0 � 0.3) × 10−2 0.06 � 0.01 (1.5 � 0.7) × 10−1 0.15 � 0.01 1.5 � 0.2 0.888 � 0.007

Relaxation SQUID 0.92 � 0.01 (3.5 � 0.4) × 10−5 0.056 � 0.004 (2.8 � 0.7) × 10−3 0.02 � 0.01 (2 � 1) × 10−2 —
UV/vis 0.43 � 0.04 (1.3 � 0.7) × 10−5 0.35 � 0.04 (2.8 � 0.4) × 10−4 0.22 � 0.02 (7 � 1) × 10−3 —
NEXAFS 0.91 � 0.04 (1.3 � 1.6) × 10−5 0.09 � 0.04 (1.4 � 0.6) × 10−3 — — —

Edge Article Chemical Science
gHS;relax: ¼
Xn
i¼1

Ai � e�kit (2)

This t results in a half time of s = (290 ± 32) min, which is
orders of magnitude higher than theoretically predicted for the
title complex (see below).

Aer the excitation and relaxation measurements at 5 K, we
investigated the thermal relaxation of the LIESST state upon
increasing the temperature. To this end, the sample was heated
to 100 K with a constant heat rate of 1 K min−1, one sweep
without prior irradiation and one sweep directly aer the
previous relaxation measurement (Fig. 3b). Upon heating, the
apparent magnetic moment rst rises until about 25 K, which is
an artefact related to zero-eld splitting as well as the correction
of the diamagnetic background and the different heat capacities
of the sample and the sample holder. Based on the ending point
of the above-described relaxation experiment, the highest
paramagnetic moment is assigned to 80% HS (see Fig. 3b),
although the real fraction is probably a little lower because ca.
20 min of tunneling relaxation have passed until this point is
reached. Up to 40 K, no signicant decrease in the para-
magnetic moment is observed, which leads to the conclusion
that the LIESST state is thermally stable to that point. Aer-
wards, the paramagnetic moment decreases until at approxi-
mately 70 K the LS state is fully recovered. Ignoring the
inuence of cooperative effects, this relaxation of the LIESST
state during heating with a constant rate q (see Fig. 3) can be
described by the following differential equation:

dgHS

dT
¼ �gHS

q

2
64kHLðT/0Þ þ kN � e

�Ea

kBT

3
75: (3)

Here, kHL(T / 0) describes the temperature-independent
tunneling rate constant that dominates at low temperatures
assuming monoexponential behaviour. The thermally activated
relaxation at high temperatures, on the other hand, is charac-
terised by the rate constant kN and an activation energy Ea.
These parameters were determined (see Table 2) by numerically
solving the differential equation for the experimental data in
the temperature range above 25 K (omitting the data inuenced
by zero-eld splitting). Notably, kHL(T / 0) approaches zero
with high uncertainty. This is mostly caused by the fact that
zero-eld splitting complicates the behaviour of the para-
magnetic susceptibility at low temperatures, where the
© 2023 The Author(s). Published by the Royal Society of Chemistry
inuence of the tunneling is most prominent. Furthermore, at
the start of the tted region, a total of 50 min had passed since
switching off the light source. Hence, the tunneling rate is ex-
pected to be very small in the tted temperature range.

Additionally, it is important to notice that differential eqn (3)
assumes monoexponential behaviour for the tunneling rate.
However, as shown above, the relaxation of the complex
[Fe(pypypyr)2] does not appear to follow monoexponential but
rather bi-, tri- or even higher exponential behaviour. This
dramatically increases the error in the determination of the
tunneling rate constant with this t and may lead to a poor
description of the low-temperature region. Nonetheless, the
numerical solution to the differential equation appears to
describe the experimental data above 25 K very well (see Fig. 3).
Thus, we were able to determine the characteristic temperature
TLIESST z 52 K as the minimum of the rst derivative of the t.

2.3.2 UV/vis spectroscopy. Another common method to
investigate the spin transition of a spin-crossover compound is
UV/vis spectroscopy, as the number, energy and intensity of the
observed bands directly reect the sample's electronic struc-
ture. In octahedral complexes with ligands that have extended
p-systems, metal-to-ligand and ligand-to-metal charge-transfer
transitions (MLCT and LMCT, respectively) usually dominate
the spectra in the visible region. These bands tend to be very
intense in the LS state and much less intense, if visible at all, in
the HS state. This is, among other things, assumed to be due to
the longer bond lengths in the HS state that lead to a lesser
overlap of the metal and ligand orbitals and thus to a lower
transition probability.

For UV/vis absorption measurements, the title complex was
prepared and investigated in three different ways: (i) nely
dispersed in a KBr pellet, (ii) nely dispersed in a polystyrene
(PS) lm and (iii) deposited on quartz glass using physical
vapour deposition (see Fig. 4a). This was done to investigate the
effect of different degrees of cooperativity: a dispersion in KBr
typically behaves similar to the bulk material, while the lm on
quartz glass behaves more like single molecules, despite the
high thickness necessary for this method. Polystyrene lmsmay
behave either way or anything in between. Importantly, all three
preparations led to similar spectra (see Fig. 4a, b and ESI, S11†),
although the thin lm on quartz glass has much better-resolved
bands compared to the KBr pellet. The bands in the spectra of
the PS lm are of similarly high resolution, but two more
pronounced shoulders appear at approximately 310 nm and
460 nm. Still, all spectra show a three-band feature with the
Chem. Sci., 2023, 14, 7361–7380 | 7365



Table 2 Fitting parameters obtained from heating and cooling experiments under various conditions, with the heat rate q, the LIESST
temperature TLIESST, the relaxation rate constants associated with tunneling at low temperatures kHL(T / 0) or with the thermally activated
relaxation kN. The tunneling rate constants with their respective errors must be considered as an upper limit, since lower values down to zero
gave similar results

Method Condition q/(K min−1) TLIESST/K Ea/cm
−1 kHL(T / 0)/s−1 kN/s−1

SQUID — 1.0 52 118 � 7 (0 � 6.4) × 10−6 (2.7 � 0.6) × 10−2

NEXAFS Darkness 1.2 52 124 � 11 (6.0 � 1.6) × 10−5 (3.6 � 1.1) × 10−2

Const. illum. −0.6 — 170 � 13 (3.6 � 1.8) × 10−4 2.1 � 0.8
UV/vis Intensity 3.1 46 99 � 32 (7.6 � 0.9) × 10−4 (3.9 � 3.3) × 10−2

Area 52 131 � 53 (6.7 � 0.7) × 10−4 0.1 � 0.1
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main band at 688 nm and two much less intense bands at
620 nm and 578 nm. These three bands, as well as the band at
425 nm, are probably caused by CT transitions. Three
further bands in the higher energy region (359 nm, 286 nm and
245 nm) are more likely the result of ligand-centred transitions
(i.e. p/ p* and n/ p* transitions), as they are also present in
the spectrum of the pure ligand dispersed in KBr (see Fig. 4a).
This assignment is supported by careful analysis of
TD-DFT-calculated excited states and the resulting simulated
spectrum (see ESI, Section S3.5†).

Aer cooling the samples down to 5 K, no major changes in
the spectra occurred. All bands increased slightly in intensity
and the bands at 688 nm and 425 nm shied to slightly higher
energies (684 nm and 421 nm, respectively; the spectral change
is highlighted by the arrows in Fig. 4c). This change cannot be
attributed to a spin transition, but is rather a generally observed
temperature-dependence and most likely caused by thermal
compression of the LS structure. Similar changes in the bond
lengths without a spin transition are well-known for Fe(II)
coordination compounds.108,109 For example, in crystal struc-
tures of [Fe(terpy)2](ClO4)2$H2O, the Fe–N bond lengths
decrease by up to 0.018 Å between 283–303 K (ref. 110) and
100 K (ref. 111) (see ESI, Table S4 and Fig. S10†). Extrapolation
to 5 K leads to a potential decrease in bond lengths of up to
0.024 Å, which corresponds to ca. 12% of the change during
spin transition. As described above, shorter bond lengths lead
to a higher overlap of the metal- and ligand-centred orbitals,
which results in a higher transition probability and thus higher
intensity of the CT bands.

Next, we investigated the LIESST effect by illuminating the
samples using a 530 nm LED for up to 30 min. However, 1 min
of irradiation was found to yield the same spectrum as 30min of
irradiation. In agreement with the above results, the CT bands
notably decreased in intensity aer irradiation (see Fig. 4a).

Based on the described measurements, an exact evaluation
of the HS fractions is only possible if spectra of the pure LS state
and the pure HS state, both, are available. As [Fe(pypypyr)2] is
pure LS over the complete observable temperature range, no
pure HS spectrum is available to evaluate what fraction of
molecules can be excited via irradiation at low temperatures.
Indeed, the decrease in intensity is lower than expected, indi-
cating that a non-negligible fraction of molecules did not
switch. In contrast to the above SQUID measurements, pene-
tration depth of the light source can be excluded from being an
7366 | Chem. Sci., 2023, 14, 7361–7380
issue as all samples were transparent and one has observed that
a large fraction of the light is passing through the samples. It
may be worth noticing that 530 nm is right in the minimum of
the absorbance of this compound with only wavelengths above
730 nm being absorbed less. Therefore, we repeated the exper-
iment using an LED with a wavelength of 440 nm. However, this
resulted in exactly the same spectra within 1 min and once
again did not change aer irradiation times of up to 20 min.
The fact that light sources with a wavelength of 530 nm are as
efficient as other wavelengths in the maxima of absorbance may
be due to d–d transitions in that region that are much less
intense due to being Laporte forbidden and thus not visible in
the UV/vis spectra.

Another possible reason for an incomplete excitation may be
the initially very fast relaxation we observed (see below), since
our initial setup involved the removal of the LED that took
about 1 min aer irradiation before the rst spectrum was
measured. Therefore, we improved our experiment with an
automatised pneumatic removal of the LED, thereby lowering
the time between irradiation and measurement to ca. 5 s.
However, this did not change the results drastically (see Fig. 4b).
We further hypothesised that the measurement beam of the
spectrometer may induce a reverse-LIESST effect112,113 and thus
force partial relaxation. To investigate this, we repeated the
measurements varying the intensity of the measurement beam
between 10% and 1000% of the original intensity. While this
did lead to slightly different spectra, the differences caused by
different beam intensities were consistent for all spectra at
300 K and 5 K before and aer irradiation, thus proving that the
HS fraction does not depend on the intensity of the measure-
ment beam and no reverse-LIESST occurs (see ESI, Fig. S12†).

The relative fraction of HS molecules was determined as
follows. We evaluated the spectra using eqn (4),114 thus
obtaining HS fractions relative to the maximum observed HS
fraction. For this, the maximum absorbances of the band at
around 684 nm were used (OD~n(x), with x= T or t, depending on
the measurement) with the spectrum at 5 K before irradiation
assumed to be pure LS (OD~n(LS)) and the spectrum 5 s aer
irradiation (OD~n(HS)) set to be 100% of the switchable mole-
cules. This resulted in HS fractions relative to the highest
observed HS fraction instead of absolute values.

gHS;rel: ¼ 1� OD~nðxÞ �OD~nðHSÞ
OD~nðLSÞ �OD~nðHSÞ (4)
© 2023 The Author(s). Published by the Royal Society of Chemistry



Fig. 4 (a) UV/vis spectra of [Fe(pypypyr)2] for three different preparation methods: a thick film deposited on quartz glass via PVD, a dispersion in
polystyrene and a dispersion in KBr. All samples were irradiated with a wavelength of 530 nm at 5 K and then observed in the dark for 30min. Due
to experimental limitations, the first spectrum after irradiation was taken 1 min after switching the light source off. Additionally, the UV/vis
spectrum of the ligand dispersed in KBr at room temperature is shown for comparison. (b) Extracted HS fractions relative to the lowest observed
absorbance of the band at ca. 684 nm for the three experiments shown in panel (a). The experiment on quartz glass was repeated with an
optimised method that allowed the first measurement to be taken ca. 5 s after switching off the LED (black stars). (c) UV/vis spectra of
[Fe(pypypyr)2] before irradiation at 295 K (black) and 5 K (dark blue), as well as after 1min of irradiation using a 530 nm LED in intervals of 5 K (red to
blue gradient) with a heat rate of approximately 3 K min−1. There is a gap from 40 K to 60 K since the spectra recorded at these temperatures had
eithermuch higher or lower absorbances that could not be corrected reliably (see ESI, Fig. S11b†). The black dotted line represents an assumption
for how a pure HS spectrum might look like above 600 nm. The grey area marks the polygon area that was determined for all temperatures as
a means to determine the HS fractions. For better visibility, the cusps of the spectra are shown in more detail. Here, the wavelength and intensity
of the 294 K, 100 K and 5 K spectra are highlighted by dotted lines in the respective colour. Vertical and horizontal shifts between 294 K and 5 K
are highlighted by a black and a blue arrow, respectively. The upper left inlay shows the HS fractions as determined from the intensities at the
maximum of the CT band. The black dots represent the temperatures where 100% LS is expected (saturation at 6% HS highlighted by the dashed
line). Those data points were fitted with a monoexponential fit that describes the apparent increase of the HS fraction due to thermal expansion
(bigger version see ESI, Fig. S14b†). (d) Relative HS fractions of the switching molecules for the different temperatures determined by eqn (4)
(green circles) after subtraction of eqn (7) to correct the data for the influence of the thermal expansion on the intensity of the CT band. The black
circles show the uncorrected HS fractions before irradiation at 5 K and 294 K. As an alternate means, the HS fractions were determined based on
the polygon areas below the spectra between 595 nm and 800 nm (red circles). Both data sets were then fitted using differential eqn (3) (dark
green and red lines). The first derivatives of those fits (light green and red lines) then allow the determination of TLIESST z 46 K and 52 K,
respectively.
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Assuming a CT band of the HS state as shown in Fig. 4c (black
dotted line), one nds that approximately 40% of the molecules
are observed in the metastable LIESST state at maximum.

In order to monitor the relaxation following optical excita-
tion, we rst investigated the stability of the excited state at 5 K
by measuring further spectra over 180 min aer the irradiation
(see Fig. 6 and ESI, S13† for more details). We found that the HS
fraction decreases quickly in the rst 5 min, before the relaxa-
tion slows down. Similarly to the SQUID results described
© 2023 The Author(s). Published by the Royal Society of Chemistry
above, the relaxation is best described using a triexponential t
using eqn (2) (tting parameters in Table 1). According to this
t, 50% of the initially excited molecules have relaxed aer
(80 ± 14) min.

We also investigated the thermal stability of the excited state
by increasing the temperature to 100 K with an average heat rate
of about 3 K min−1 (see eqn (5) and ESI, Fig. S14a†).

t = q−1 × (T − T0) = 0.322 min K−1 × (T − 5 K),

q = 3.11 K min−1 (5)
Chem. Sci., 2023, 14, 7361–7380 | 7367
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Up to 20 K, the HS fraction determined by eqn (4) closely
resembled the isothermal behaviour at 5 K (see Fig. 4c).
However, at 25 K the relaxation started to accelerate. Unfortu-
nately, we were not able to evaluate the ve spectra between 40 K
and 60 K as these spectra showed a reproducible discontinuity
with intensities shied to much higher and lower (i.e. negative
absorbances) intensities (spectra and resulting HS fractions, see
ESI, Fig. S11†). We regularly experience this phenomenon with
UV/vis spectra at temperatures close to T1/2 or TLIESST, although
the shi is especially high for this compound.

At about 85 K, the relaxation reaches a saturation (see right
inlay of Fig. 4c, blue dotted, horizontal line in the middle or
black points in the le inlay), i.e., the LS intensity of 5 K is not
totally recovered. Using eqn (4), the residual HS fraction is
determined to be 6%. However, this observation is ascribed to
a temperature-dependent intensity decrease of the low-spin
band, rather than an actual HS fraction. This is supported by
the fact that the intensity of the low-spin band is even lower at
room temperature (see Fig. 4c, black arrow). Moreover, there is
a shi of the maximum of this band (see Fig. 4c, blue arrow). In
order to account for the intensity decrease of the low-spin band,
the relative HS fraction determined from eqn (4) is corrected by
a temperature-dependent term dT:

gHS,rel. = gHS,rel.,corr. + dT. (6)

For the purpose of tting the data and thus being able to
determine TLIESST, we determined dT by tting the data points
that are presumably completely LS (see Fig. 4c, black points in
the le inlay) with a monoexponential t:

dT ¼ A1 � eT=T1 þ d0
¼ 0:0753� eT=ð156:314 KÞ � 0:0762:

(7)

The relative HS fractions were then corrected by subtracting
the tted function for dT to obtain only the contribution from
light-induced spin-crossover gHS,rel.,corr. (see Fig. 4d, green
points). However, trying to t the corrected data with the
differential eqn (3), we found that the function poorly describes
the initially accelerated relaxation (see Fig. 4d, green line). This
is probably caused by the fact that such a t includes a mono-
exponential tunneling term, whereas, as shown above for UV/vis
spectroscopy and SQUID magnetometry, the isothermal
tunneling relaxation of [Fe(pypypyr)2] does not appear to follow
monoexponential behaviour. Nevertheless, the t does describe
the data at higher temperatures (i.e., above 20 K) well enough to
warrant the determination of TLIESST z 46 K using its rst
derivative (see Fig. 4b, red line).

2.3.3 NEXAFS spectroscopy. Finally, we investigated the
spin state of [Fe(pypypyr)2] using near-edge X-ray absorption
ne structure (NEXAFS) spectroscopy. Here, especially the Fe L3
edge is known to be very sensitive to the spin state of iron(II)
compounds: while this energy region is dominated by a single
main feature in the LS state, a second feature of equal or higher
intensity emerges with increasing HS fraction.115,116

For this investigation, powder of the sample was stamped
into indium foil and cooled down from 300 K to 8 K. The
7368 | Chem. Sci., 2023, 14, 7361–7380
spectrum at 300 K showed only one feature as expected for the
sample being in the LS state (see Fig. 5a). At the lowest
temperature of 8 K, however, a second feature began to rise due
to irradiation with so X-rays used for the measurement
(see Fig. 5a, grey spectra and points). This is known as the
SOXIESST (so X-ray-induced excited spin state trapping)
effect.117–119 Under constant illumination with a wavelength of
520 nm, the second feature became even more prominent due
to LIESST excitation (see Fig. 5a, red spectra and black points).
The spectral shape was analysed to give relative HS fractions.
The resulting excitation curve (see Fig. 5a, green line) is, similar
to the results from SQUID magnetometry, best described by
triexponential behaviour (using eqn (1); parameters in Table 1).
Notably, this differs from all known examples of spin-crossover
systems where the excitation of the metastable high-spin state
by light irradiation follows monoexponential characteristics.119

We assume that this obervation is due to the fact that the HS
state of the title complex is distorted along several internal
coordinates with respect to the LS conguration (see below) and
that different species exhibiting different degrees or types of
molecular distortions exist. These individual species thus
undergo excitation to the respective HS states at different rates.

In a different experiment, we started at 100 K and cooled the
sample down to 8 K under constant illumination with a wave-
length of 520 nm (see Fig. 5b). At around 80 K, the LS feature
started to decrease in intensity whereas the HS feature
increased. The extracted HS fractions (see Fig. 5c and d, green
points) show typical Boltzmann behaviour with a nal value at
8 K that is ca. 10% higher than in the previous experiment. This
can be explained by the inhomogeneity of the powdered
sample's surface. To be able to compare these data with the
results from the SQUID and UV/vis experiments described
above, this spectrum is assigned to a relative HS fraction of
100%. However, comparison with NEXAFS data of the fully
switching complex [Fe(H2B(pz)2)2(bipy)] reveals that the LIESST
excitation is indeed incomplete with only about 48% of the
molecules being in the HS state (see ESI, Section S3.6 and
Fig. S17†).

Aer this experiment, we investigated the relaxation in the
dark. To this end, the laser was turned off aer reaching the
lowest temperature. Aer 30 min, ca. 90% of the initially excited
molecules remained in the HS state (see Fig. 5c, red points).
Here also, monoexponential behaviour cannot explain the
decrease of the HS fraction (see ESI, Fig. S20†). Instead, we
applied a biexponential t using eqn (1) with A3 = 0 (see Fig. 6;
tting parameters in Table 1) as too few data points were
measured to obtain a meaningful triexponential t. This t
resulted in an extrapolated half time of the metastable HS state
of [Fe(pypypyr)2] of (781 ± 412) min.

Directly aer the relaxation experiments, the sample was
heated in the dark with a heat rate of ca. 1.2 K min−1

(see Fig. 5d, black points). From 30 K onwards the HS fractions
closely resemble the data collected during cooling under
constant illumination, just slightly shied to higher tempera-
tures, with the sample almost completely relaxed at ca. 70 K.
A t based on numerical integration of eqn (3) (t parameters in
Table 1) and its rst derivative (see Fig. 5d, black and grey line,
© 2023 The Author(s). Published by the Royal Society of Chemistry



Fig. 5 (a) Plot of the HS fractions extracted from NEXAFS spectra at 300 K (black empty circle; black spectrum), upon reaching 8 K and after
6.5 min in darkness at that temperature (grey circles and spectra), after several short intervals of illumination (black circles; red spectra;
cumulative irradiation time is given) and during constant irradiation with 520 nm (green circle and spectrum). The cumulative irradiation interval
data were fitted using a triexponential function (green line). A comparison with mono- and biexponential fits is available in the ESI (Fig. S19†). The
inlay shows the corresponding NEXAFS spectra of [Fe(pypypyr)2], which were smoothened for presentational purposes using a LOESS regression
(for exemplary raw data see ESI, Fig. S18†). (b) NEXAFS spectra of [Fe(pypypyr)2] powder stamped into indium foil at 300 K in darkness (black) and
during cooling from 100 K to 8 K under constant illumination with 520 nm (gradient blue to red). The spectra during heating in darkness are
available in the ESI (Fig. S21b†). (c) Extracted HS fractions when cooling the sample under constant illumination (520 nm) from 100 K down to 8 K
(green). After reaching the lowest temperature, the laser was switched off and the isothermal relaxation was observed (red). (d) HS fractions
determined from the temperature-dependent NEXAFS spectra in relation to the highest observed HS fraction. The sample was heated to 100 K
(black) and the resulting curve fitted with eqn (3). Determining the first derivative of the fit for the heating curve (grey) allowed us to ascertain
a TLIESST value of 52 K. For comparison, the cooling curve from panel (c) is shown as well (green). In contrast to the heating curve, it was fitted
using a modified function to also include the excitation rate (see eqn (8)).
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respectively) provided a characteristic temperature TLIESST of
approximately 52 K in this experiment. In an effort to t the
cooling curve under constant illumination as well, eqn (3) was
modied to include the excitation rate described by the rate
constant kexc.:

dgHS

dT
¼ 1

q

8><
>:kexc: � gHS

2
64kexc: þ kHLðT/0Þ þ kN � e

�Ea

kBT

3
75
9>=
>;: (8)

Similarly to the relaxation, the excitation is also assumed to
follow monoexponential behaviour in this equation, which is in
contrast to the above-described experimental observations.
With a xed kexc. of 0.01 s−1, which marks the lower limit of the
experimentally observed rate constants, the parameters given in
Table 2 are obtained. The above-mentioned simplied
© 2023 The Author(s). Published by the Royal Society of Chemistry
assumptions, as well as the fact that kN is in reality not inde-
pendent of the temperature, explain the differences between the
parameters obtained for the two curves during heating and
cooling, respectively. Furthermore, eqn (3) and (8) assume
Arrhenius behaviour over the whole temperature range between
5 K and 100 K. However, distinctly non-Arrhenius behaviour has
been observed in a temperature range between 25 K and 100 K
for [Fe(terpy)2]

2+, which strongly resembles the title compound
structurally.40 Due to these oversimplications, the observed
deviations in the t parameters are to be expected.
2.4 Relaxation rates

Comparing the low-temperature relaxation behaviour observed
with the three spectroscopic methods described above, we
consistently found non-monoexponential behaviour in all
Chem. Sci., 2023, 14, 7361–7380 | 7369



Fig. 6 Comparison of the relaxation of the metastable LIESST state
after illumination in darkness at constant low temperature (5 K for
SQUID magnetometry and UV/vis spectroscopy; 8 K for NEXAFS
spectroscopy). The data points are given in black (SQUID), green
(UV/vis spectroscopy) and red (NEXAFS spectroscopy). The respective
tri- (SQUID and UV/vis) or biexponential (NEXAFS) fits are given in the
same colour. All data are given as relative HS fractions compared to the
maximum observed HS fraction to allow comparison of the different
methods. The inlay shows a wider time span to determine half times
for each fit as the times when 50% of the initially excited molecules
have relaxed.
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experiments (see Fig. 6). One potential explanation for these
results may be photoexcitation inhomogeneities. As described
above, inhomogeneous excitation is very likely in our SQUID
magnetometric setup due to the deeply coloured sample, which
leads to shallow penetration of the light used for the excitation.
This hypothesis could even hold for the NEXAFS experiments:
the green light of the LED comes from a different direction than
the X-rays. Consequently, there could be probed regions with
higher or lower green-light illumination. However, the same
does not hold for the UV/vis spectroscopic results. Here, all
samples were transparent, thus eliminating penetration depth
as a cause for excitation inhomogeneities. Furthermore, the
LEDs were pneumatically moved directly in front of the
measurement beam for the irradiation. As such, irradiation and
probing were performed from the exact same angle and direc-
tion, thereby guaranteeing that all probed molecules were also
irradiated beforehand. In consequence, photoexcitation inho-
mogeneities cannot be the only reason for the non-
monoexponential relaxation behaviour. A different explana-
tion based on the molecular structure of the complex is
proposed further below (see Section 2.5).

Comparison of the determined half times reveals a differ-
ence of up to one order of magnitude (see Fig. 6). Our UV/vis
spectroscopic investigation of a thin lm on quartz glass
yielded the shortest half time of (80 ± 14) min. Extrapolation
of the SQUID magnetometric and NEXAFS spectroscopic
experiments on bulk material, on the other hand, led to half
times of (290 ± 32) min and (781 ± 412) min, respectively. Fits
7370 | Chem. Sci., 2023, 14, 7361–7380
of all three isothermal relaxation curves led to similar tunneling
rate constants kHL(T / 0), with the lowest rate constant in the
regime of 10−5 s−1 and the highest rate constant in the range of
10−3–10−2 s−1 (see Table 1).

The difference between the half times may partially be
explained by the fact that we only measured the half time
directly in our UV/vis spectroscopic experiment, whereas for the
other experiments, it had to be derived from the t function.
Moreover, the slightly slower relaxation found in the NEXAFS
experiments compared to the SQUID data may potentially be
caused by the SOXIESST effect partially counteracting the
tunneling relaxation. Still, the noteable difference between the
UV/vis spectroscopic results and the other two experiments is
also very apparent in the experimental data points (see Fig. 6)
and thus not caused by imprecise ts. Instead, the data suggest
that the complex relaxes slower in the bulk phase compared to
thin lms and dispersions (compare Fig. 6 and 4b).120 The main
difference seems to be that a portion of the molecules relaxes
much faster in thin lms, leading to much steeper decay char-
acteristics in the early stages of the isotherm. While the t
parameters (see Table 1) show very similar relaxation rates (ki in
Table 1), the species with the lowest relaxation ratemakes up for
over 90% of the bulk samples, whereas it only accounts for 43%
of the thin lm, the two species with a much higher relaxation
rate being only slightly less represented (35% and 22%,
respectively). In conclusion, the relaxation seems to be strongly
inuenced by solid-state effects, which presumably depend on
the initial HS fraction. However, based on the estimations
presented above, the initial absolute HS fraction before relaxa-
tion is nearly identical in the NEXAFS and UV/vis spectroscopic
experiments (48% and 40%, respectively). As such, this depen-
dency alone cannot explain the drastic difference between the
two relaxation curves. A different explanation may be found in
the difference between bulk material and thin lms: the frac-
tion of near-surface molecules, where solid-state effects are less
pronounced, increases with decreasing lm thickness. Conse-
quently, the experiments on the thin lm show a higher fraction
of the less inhibited species and in turn a faster relaxation. This
appears to be true even for dispersions in polystyrene or KBr.

Notably, despite the differences in the results, all experi-
ments show unambiguously and independently that the excited
HS state aer irradiation with light is metastable at low
temperatures for comparatively long times (in the regime of
hours). These results are in stark contrast with the expectations
based on the inverse energy gap law.30,33,38 As predicted theo-
retically,121 it was found that the relaxation of the HS state to the
LS state is thermally activated above ca. 100 K, but nearly
independent from the temperature below ca. 50 K. In this low-
temperature region, the process is dominated entirely by
tunneling. The tunneling rate constants of iron(II) spin-
crossover complexes were found to depend mainly on the
energy gap DE0HL between the potential wells of the two states:
small energy gaps result in very small rate constants (large
lifetimes) that increase (decrease) exponentially with increasing
DE0HL. Since the energy gap has a direct inuence on the spin
transition temperature T1/2 as well, this model explains why
nominal LS compounds with high DE0HL and T1/2 typically have
© 2023 The Author(s). Published by the Royal Society of Chemistry
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extremely large tunneling rate constants. Correspondingly, half
times of the metastable LIESST state are expected to be in the
regime of micro- or nanoseconds. To validate this statement, we
applied a DFT-calculated energy gap of DE0HL = 3300 cm−1 for
[Fe(pypypyr)2] (see ESI, Table S1†) to eqn (9) to estimate
a tunneling rate constant. To this end, DE0HL was trans-
formed into the reduced energy gap n (see eqn (10)), assuming
a typical vibrational frequency of the active vibration according
to the single-mode model for spin-crossover compounds of
ħu = 250 cm−1.30,40 Furthermore, average values for the
Huang–Rhys factor (S = 45) and the electronic coupling matrix
element (bHL = 150 cm−1) were assumed.30,40 Thereby, a rate
constant of ca. 1.95 × 106 s−1 can be expected for [Fe(pypypyr)2],
which corresponds to a half time of 355 ns.

kHLðT/0Þ ¼ 2p

ħ2u
bHL

2 S
ne�S

n!
(9)

with : n ¼ DE0
HL

ħu
(10)

For [Fe(pypypyr)2], there is some uncertainty in this estimate
due to the fact that no thermal spin transition could be
observed for this compound. Thus, no experimental determi-
nation of T1/2 and DE0HL was possible. Hence, a more conser-
vative approach would be using 510 K (the temperature up to
which the experiments show no indication of a spin transition)
as the lower limit for T1/2 and then calculating DE0HL,min (see eqn
(11) with DS = 5 cm−1 K−1).33

DE0
HL z DH0

HL = DS0
HLT1/2 (11)

Applying eqn (9) with S = 50 (upper limit typically observed)
leads to kHL,min = 7.54 × 102 s−1 or a half time of 919 ms.

These theoretically expected tunneling rate constants based
on the inverse energy gap law are at least four and up to eleven
orders of magnitude higher than the rate constants obtained
from tting the experimental data measured for [Fe(pypypyr)2]
with three independent methods.

In an effort to explain the described behaviour of the title
compound [Fe(pypypyr)2], we searched for suitable precedence.
To the best of our knowledge, there are only two other nominal
LS compounds for which a comparable lifetime of the meta-
stable LIESST state has been observed: when dispersed in
various matrices, [Fe(terpy)2]

2+ (terpy = 2,2′:6′,2′′-terpyridine),
a nominal LS compound, starts to show a light-induced spin
transition.39 While its low-temperature tunneling rate constant
is about 103 s−1 when dispersed in KBr, dispersion in
[M(terpy)2](PF6)2 (M = Zn, Mn, Cd) leads to a decreased rate
constant of ca. 10−5 s−1.40 The second group of complexes is
based on macrocyclic ligands that bind as tetradentate ligands
in the LS state ([Fe(LN5)(CN2)]$H2O; e.g. LN5 = 2,13-dimethyl-
3,6,9,12,18-pentaazabicyclo[12.3.1]octadeca-1(18),2,12,14,16-
pentaene, but other ring sizes have also been explored).41,43

However, upon irradiation at low temperatures a paramagnetic
HS compound with an unusually high critical temperature is
obtained. This was theorised to be caused by a change in
© 2023 The Author(s). Published by the Royal Society of Chemistry
coordination number from the octahedral LS complex to
a heptacoordinated HS complex. Later on, crystal structure
analysis revealed that this theory is indeed correct. However,
instead of coordinating solvent molecules, the ligand itself
rearranges upon spin transition and coordinates with all ve
N-donor atoms instead of as a tetradentate ligand. The high
structural arrangement necessary may also explain the unusu-
ally high LIESST temperature.41–45 In contrast, [Fe(pypypyr)2]
shows the same effect without having to be dispersed in
a matrix. Also, the trace amounts of solvents included in the
sample cannot explain the observed behaviour, even if they lead
to a change of the coordination number, and there are no other
free donor atoms that could lead to a change of the coordina-
tion number. As a result, a closer look at the coordination
sphere of [Fe(pypypyr)2] and comparison with the above
mentioned complexes is necessary to understand the observed
behaviour.
2.5 Molecular distortions accompanying spin-crossover

The differing relaxation rates depending on a matrix observed
for [Fe(terpy)2]

2+ had already been shown for [Fe(bipy)3]
2+ and

have been attributed to a modulation of DE0HL depending on the
lattice pressure.40 However, the vast difference in the tunneling
rate constant of [Fe(terpy)2]

2+ in different matrices cannot be
explained by this effect. Instead, Hauser et al. proposed
a breakdown of the single-mode model of the spin transition:
dependency of the spin transition on more than one normal
mode is expected to increase the activation barrier and lower
the rate constant for the tunneling process. They found
evidence for this theory in DFT-calculated structures of the two
spin states that showed a much more drastic increase in bond
length between the metal centre and the central pyridine
compared to the bonds between the metal centre and the outer
pyridines (0.28 Å for Fe–Npy,central vs. 0.20 Å for Fe–Npy,outer).40 In
addition to this asymmetric bond elongation, the calculated
structures showed a decrease of the bite angles 3i (LS: 81°,
HS: 75°; see ESI, Table S12†). Based on this, it may be worth
investigating the structure of the two spin states of
[Fe(pypypyr)2] to understand its unusual behaviour.

To this end, we examined the DFT-calculated structures of
the two spin states (see Fig. 7b and c), as well as two experi-
mental crystal structures (see Fig. 7a and d). While the LS state
was experimentally available, the HS state can only be obtained
at low temperatures aer LIESST excitation for a limited life-
time and is therefore not amenable to single-crystal structure
analysis. Instead, we synthesised and crystallised the zinc(II)
analogue. It has been shown multiple times that Zn(II)
complexes oen have a similar molecular structure to the Fe(II)
HS state or are even isotypic.104,105,122–125 However, we were
unable to grow crystals without residual solvent molecules in
both cases (statistically distributed solvent that could not be
identied in the Fe(II) structure and one equivalent of DCM
(dichloromethane) in the Zn(II) structure; see CCDC-2233051 for
[Fe(pypypyr)2] and CCDC-2233052 for [Zn(pypypyr)2], as well as
ESI, Section S3†). The solvent denitely inuences the packing
of the individual molecules and intermolecular interactions
Chem. Sci., 2023, 14, 7361–7380 | 7371



Fig. 7 (a–d) Molecular structures of [Fe(pypypyr)2] (a–c) and [Zn(pypypyr)2] (d) as calculated using DFT (b and c) and found in single-crystal
structures (a and d). All structures are shown along the x-axis (frontal view) to visualize the tilt of one of the two ligands in the yz-plane that
appears in the Fe(II) HS state and the Zn(II) complex (the other ligand behaves identically in the xz-plane). Additionally, all structures are shown
along the intersecting line of the two ligand planes (top view) to visualize the angle q between them. Elements are colour-coded according to
red-brown: Fe; orange: Zn; blue: N; grey: C; white: H. In the frontal view, the pyrrole of the second ligand is located in the rear. In the top view, pyr
and py indicate the location of the pyrrole and the outer pyridine, respectively, in both ligands. Both crystal structures contain solvent molecules
(not shown). The blue arrows in panels (c) and (d) highlight the in-plane tilt of the ligands and the red arrows indicate the twisting mode. (e–g)
Schematic overview of the observed distortion modes and the corresponding parameters. (e) A section of [Fe(pypypyr)2] is shown along the
x-axis (frontal view). Upon spin transition, the Fe–N bond lengths increase (black arrows). For tridentate, planar ligands, a bending mode can be
observed (green arrows) and quantified by the decrease of the two intraligand trans-N–Fe–N angles gi. A potential tilt of one ligand relative to the
other (blue arrow) results in a decrease of the interligand trans-N–Fe–N angle 4. (f) The complex [Fe(pypypyr)2] is shown along the intersecting
line of the two ligand planes (top view). A twisting mode of the two ligands relative to each other (red arrows) can be quantified by the angle q

between the normal vectors of the two ligand planes (indicated in orange and violet). (g) Octahedral and trigonal antiprismatic (view perpen-
dicular to one set of two trigonal planes between three ligand donor atoms; planes indicated in red and blue, respectively) display of the complex
[Fe(pypypyr)2] (the two ligands are represented by black or green spheres and lines, respectively). Distortion of an octahedral complex is
conventionally described by the deviation of the cis-N–Fe–N angles ai (orange) from 90°. Distortion of the trigonal antiprismatic geometry
(trigonal planes staggered) towards a trigonal prismatic geometry (trigonal planes eclipsed; indicated by purple arrows) is conventionally
described by the deviation of the torsion angles bi between two donor atoms in different trigonal planes from 60°.
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between them, making it impossible to compare cooperative
effects between the two spin states (a detailed description of the
crystalline packing can be found in ESI, Section S3.8.1†).
However, the molecular structure itself does not appear to be
inuenced by the solvent in any major way, as is apparent when
comparing the Zn(II) crystal structure with the calculated
structure of Fe(II) in the HS state (see Fig. 7d and c). Assuming
that the Zn(II) structure is isotypic to the Fe(II) HS structure, we
can now also exclude a change of the coordination number to be
the cause for the spin transition, as we found no evidence for
this effect in the crystal structure despite it containing solvents.

Comparing the various structures, we found that the bond
elongation upon spin transition is very different for the three
nitrogen atoms of the pypypyr− ligand: while the bond between
iron and pyrrole only increases by ca. 0.13 Å in the DFT-
calculated structures (0.11 Å in the crystal structures), the
bond between iron and the outer pyridine increases by 0.31 Å
(see Table 3) and even more in the two crystal structures
(0.38 Å). The resulting difference in elongation is 0.18 Å (0.27 Å
7372 | Chem. Sci., 2023, 14, 7361–7380
in the crystal structures) compared to the 0.08 Å found for
[Fe(terpy)2]

2+. These ndings can also be quantied by the
parameter z:

z ¼
X6
i¼1

��r� rðFe�NÞi
�� (12)

with : r ¼
P6
i¼1

rðFe�NÞi
6

: (13)

This parameter describes the deviation of the Fe–N bond
lengths from the average and increases to more than double
from 0.17 Å (0.22 Å) in the LS state to 0.45 Å (0.65 Å) in the HS
state of [Fe(pypypyr)2]. Contrarily, z decreases slightly from
0.26 Å in the LS state to 0.21 Å in the DFT-calculated HS
structure of [Fe(terpy)2]

2+. In summary, [Fe(pypypyr)2] shows an
even more pronounced disparity in bond elongation compared
to [Fe(terpy)2]

2+.
© 2023 The Author(s). Published by the Royal Society of Chemistry



Table 3 Structural parameters of the experimentally determined
crystal structures (index cryst) of [Fe(pypypyr)2]$solvent and
[Zn(pypypyr)2]$DCM as well as DFT-calculated structures (index calc)
of the iron(II) complex (LS and HS). Given are the Fe–N bond lengths
d (py,o: outer pyridine; py,c: central pyridine; pyr: pyrrole), the sum of
the deviation from the average bond length z, the trans-Npy,c–Fe–
Npy,c′ angle 4, the angle q between the two ligand planes determined
by a least-squares method, the sum of the deviation of the cis-N–Fe–
N angles from 90° S and the trigonal distortion parameter Q. The
differences between the calculated Fe(II) structures are given in the
column Dcalc, whereas the differences between the Fe(II) and Zn(II)
crystal structures are given in column Dcryst. All bond lengths are given
as the average between the two ligands. The only noteworthy devia-
tions from the average are found for dpy,o in the zinc(II) structure
(±0.03 Å)

LScryst LScalc HScalc Zncryst Dcalc Dcryst

dpy,c/Å 1.89 1.91 2.16 2.13 0.25 0.24
dpy,o/Å 1.97 1.99 2.30 2.34 0.31 0.38
dpyr/Å 1.96 1.97 2.10 2.07 0.13 0.11
z/Å 0.22 0.17 0.46 0.65 0.29 0.43
x/° 35.8 35.6 62.9 64.1 27.3 28.3
4/° 179.1 179.3 155.6 167.3 −23.7 −11.8
q/° 89.7 84.7 86.6 80.2 1.9 −9.5
S/° 77.3 79.4 143.0 141.7 64.7 64.4
Q/° 255.5 256.3 527.7 484.5 271.4 229.0
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Similar to [Fe(terpy)2]
2+ (see ESI, Table S12†), we also observe

a drastic change in the bite angles of the tridentate ligands
between the structures of the two different spin states. In the LS
state, all bite angles are approximately 81°, both in the single-
crystal structure and the DFT-calculated structure, in close
agreement with [Fe(terpy)2]

2+. However, in the single-crystal
structure of [Zn(pypypyr)2]$DCM and the DFT-calculated struc-
ture of the Fe(II) complex in the HS state, the two different bite
angles vary tremendously due to the asymmetry of the ligand:
while the bite angle between pyrrole and the central pyridine
barely changes upon spin transition (Fe(II) HS: 77.0°;
Zn(II): 78.0°), the bite angle between the two pyridines decreases
drastically (Fe(II) HS: 71.6°; Zn(II): 71.2°). For better compara-
bility, we dene the intraligand trans-N–Fe–N angle gi, which is
equal to the sum of the two adjacent bite angles of a single
ligand (see Fig. 7e). The bending parameter x is then given as
the sum of the differences between 180° and the gi values:

x ¼
X2
i¼1

j180� � gij: (14)

The introduction of this parameter clearly shows that the
overall distortion caused by the additional bendingmode, albeit
asymmetrical, is even more pronounced in [Fe(pypypyr)2]
(ca. 28°) compared to [Fe(terpy)2]

2+ (ca. 22°).
While the asymmetric bond elongation and the additional

bending mode are both more prominent in [Fe(pypypyr)2] than
in [Fe(terpy)2]

2+, this is not sufficient to explain the drastically
enhanced stability of the LIESST state. However, there are two
additional independent distortion modes: an in-plane tilt of the
ligands towards the pyridine side (see Fig. 7c–e: blue arrows)
and a twisting mode of the two tridentate ligands around the
© 2023 The Author(s). Published by the Royal Society of Chemistry
central pyridine–pyridine axis relative to each other (see Fig. 7f,
c and d: red arrows).

The in-plane tilt of the ligands can be quantied by the
interligand trans-N–Fe–N angle 4 between the central pyridines
(see Fig. 7e). For [Fe(terpy)2]

2+, this parameter barely changes
upon spin transition (LS: 179.8°, HS: 179.6°). While 4 is very
similar for [Fe(pypypyr)2] in the LS state (179.1°, see Table 3), it
decreases drastically down to 167.2° in the Zn(II) structure.
Notably, the deviation from 180° is even higher in the calculated
Fe(II) HS structure with an angle of 4= 155.6°. This distortion is
more in line with results oen found for derivatives of
[Fe(bpp)2]

2+ (bpp = 2,6-bispyrazol-2-ylpyridine).126–128 Here, 4

decreases down to 154° in the HS state, with angles below 172°
considered a strong distortion.126,129 Thereby, the angle in the
calculated Fe(II) HS structure approaches the highest observed
distortion in the literature. We propose that this high distortion
may be the main reason for the unusually high lifetime of the
LIESST state of [Fe(pypypyr)2]. In the rst survey of the
Jahn–Teller distortion parameters for [Fe(bpp)2]

2+ complexes,
complexes with high distortion (4 < 172°) did not show spin-
crossover but instead were in the HS state across the investi-
gated temperature range, in contrast to other complexes that
were very similar in structure except for a lesser distortion of the
HS state. It was hypothesised that a strong structural rear-
rangement necessary to overcome high differences in distortion
between the two spin states is not possible against a rigid lattice
in the solid phase, thus essentially trapping the molecule in the
HS state kinetically.129,130 While several complexes have been
found in the meantime that show spin transition despite
stronger distortion than initially proposed, all of those exam-
ples still show inhibition of the spin transition in the form of
hysteretic transition behaviour.127,128,131,132

The twisting mode of the two ligand planes can be expressed
by the angle q between the normal vectors of the two ligand
planes (see Fig. 7f, c and d: red arrows). For [Fe(terpy)2]

2+ in both
spin states (LS: 89.8°, HS: 88.6°) and [Fe(pypypyr)2] in the LS
state (89.7°), this parameter is very close to 90°. In contrast, the
HS complex shows signicant distortion (q= 80.2°) (see Fig. 7c).
Compared to other published complexes, however, this distor-
tion mode is rather insignicant (i.e., values down to 59° in the
HS state have been observed for derivatives of [Fe(bpp)2]

2+, with
angles below 76° considered to be low).129

In summary, [Fe(pypypyr)2] shows four independent modes
of distortion, two of which are not observed for [Fe(terpy)2]

2+,
the only other LS compound that has been observed in the
LIESST state, albeit only when dispersed in matrices.

This high degree of distortion also becomes apparent from
the parameters S andQ that are conventionally used to quantify
the overall distortion of octahedral complexes.133,134 The former
represents the deviation of the cis-N–Fe–N angles ai from
a perfect octahedron (see eqn (15) and Fig. 7g), whereas the
latter is a measure for the distortion towards a trigonal pris-
matic coordination sphere, dened by the torsion angles bj

between neighbouring nitrogen atoms on opposing trigonal
faces of the octahedron (see eqn (16) and Fig. 7g). Unlike the
above-described modes of distortion, these parameters are not
Chem. Sci., 2023, 14, 7361–7380 | 7373
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independent, but rather a result of the four types of distortion
considered above.

S ¼
X12
i¼1

j90� � aij (15)

Q ¼
X24
j¼1

��60� � bj

�� (16)

For the parameter S, the difference between the two spin
states of [Fe(pypypyr)2] is within the expected range observed in
similar complexes (for details, see ESI, Section S3.8†). The
trigonal distortion parameter Q, on the other hand, has been
shown to be dependent on the type of ligand: LS complexes with
two tridentate ligands typically have distortion angles between
200° and 300° ([Fe(terpy)2]

2+: 273.9°; bpp complexes: 270–316°)
and HS complexes exhibit angles between 450° and 600°
(bpp complexes: 453–559°).129,135 The difference between the two
spin states in [Fe(bpp)2]

2+ complexes with SCO behaviour is
typically 151–192°.129 In comparison, the LS state of
[Fe(pypypyr)2] appears to be relatively undistorted with little
difference between the single-crystal structure and the
DFT-calculated structure (255.5° and 256.3°, respectively). The
Zn(II) structure, on the other hand, shows medium distortion
(484.5°), leading to a very high difference DQ of 229.0° between
the single-crystal structures of the Zn(II) complex and the Fe(II)
complex in its LS state. However, according to our calculations,
an even stronger distortion is expected in the Fe(II) HS state
(Q = 527.7°; DQ = 271.4°). Indeed, high deviation between the
Zn(II) and Fe(II) HS structures is not unprecedented (see ESI,
Table S11†).104 WithQ increasing by more than 100% upon spin
transition, the enormous structural differences between the two
spin states become apparent. This typically coincides with
a high stability of the LIESST state.134,136

Based on these ndings, we propose that the unusually high
lifetime of the LIESST state of [Fe(pypypyr)2] is a result of kinetic
inhibition of the spin transition caused by unusually high
structural differences between the two spin states. Specically,
four independent distortion modes contribute to the spin
transition: bond elongation, a bending mode, a tilting mode
and a twisting mode. With two more dimensions of the reaction
coordinate, the LIESST state of [Fe(pypypyr)2] is even more
stabilised than the LIESST state of [Fe(terpy)2]

2+, which explains
why this complex shows the LIESST effect as a pure sample and
does not need to be dispersed in matrices to reduce the lattice
pressure.

These additional contributions may also explain why the
tunneling relaxation at low temperatures does not follow
monoexponential behaviour but is better described by triexpo-
nential behaviour. While the bond elongation and decrease in
bite angles are two contributions to the reaction coordinate,
they cannot occur independently but are always coupled with
each other. The two additional contributions observed for
[Fe(pypypyr)2], however, are not necessarily a direct conse-
quence of the bond elongations. We propose that besides the
fully distorted structure, there are two structural alternatives
7374 | Chem. Sci., 2023, 14, 7361–7380
where bond elongation and bite angle decrease are coupled
with none or only one of the additional distortion modes,
respectively. Assuming that a species exhibits slower relaxation
the more distortion modes are realised, the three different
species may exhibit three different relaxation rates and hence
triexponential relaxation behaviour. The ratio of each of the
species occurring as well as the difference in relaxation rates are
presumably highly dependent on the surrounding environment
of the molecules, i.e., the packing of the molecules and the
proximity and properties of a surface or the gas phase.

While this theory may explain the triexponential behaviour
of the tunneling relaxation, it is substantially more difficult to
explain the triexponential behaviour of the excitation. Typically,
non-monoexponential behaviour is explained by bulk absorp-
tion of the light, such as the bleaching effect,112,137–139 nonlinear
processes139–142 or competing relaxation.139,141,142 The bleaching
effect describes a problem that can be caused by typically high
absorption coefficients of spin-crossover complexes: more and
more light is absorbed with increasing penetration depth until
little or no light reaches molecules deep in the bulk phase.
Moreover, the absorption coefficient changes upon spin tran-
sition, which leads to uctuating light intensities throughout
the crystal. These inhomogeneities can inuence excitation
behaviour. While this effect may apply to the SQUID magneto-
metric experiments on the bulk phase, neither the SQUID nor
the UV/vis spectroscopic results are likely to be inuenced by
bleaching: the domains in thin lms and dispersions are not
thick enough to warrant bulk absorption and NEXAFS spec-
troscopy only probes the surface layer of the sample where
penetration depth is not inuenced yet. Furthermore, the
absorption spectra show no signicant change of the absor-
bance at the irradiation wavelength of ca. 530 nm, which
removes the chance for uctuating light intensities, and the
absorbance is comparably low near the local minimum, also
reducing the inuence of the bleaching effect. Nonlinear
processes, on the other hand, typically lead to sigmoidal
behaviour. As this is not observed in this case, they can also be
excluded from being the reason behind the non-
monoexponential excitation behaviour. Finally, competing
relaxation processes may be a reasonable explanation for the
observed excitation curves: even with only one excitation rate
constant, the excitation curve may appear to be non-
monoexponential with the multiple different relaxation rate
constants competing. However, with the highly complex relax-
ation behaviour of [Fe(pypypyr)2], we were unable to nd
a consistent description of the data based on this model. Hence,
the excitation behaviour may be caused by an entirely different
effect. One such explanation is once again based on multiple
different species. The excitation rate depends highly on the
branching ratio from the triplet state into the LS ground state
and the metastable HS state. Consequently, different species
with vastly different branching ratios may result in different
excitation rates, thus leading to non-monoexponential behav-
iour. In this context, it may be worth noting that it has indeed
been shown that LIESST excitation does depend on multiple
reaction coordinates, namely bond elongation (a breathing
mode) and a bendingmode, which occur sequentially instead of
© 2023 The Author(s). Published by the Royal Society of Chemistry



Fig. 8 Overview of the T1/2/TLIESST database displayed as established
by Létard et al.144,147: data points are assigned to T0 families represented
by coloured lines. Since TLIESST cannot be higher than T1/2, there is an
area (dark grey) where no data points are to be expected. The colour of
the data points indicates the types of ligands in the complexes: six
monodentate ligands (black144), two monodentate and two bidentate
ligands (dark blue144), three bidentate ligands (light blue144), two tri-
dentate ligands (green,145 yellow,146 green rhombus128), one tetra-
dentate and two monodentate ligands (orange148) and Prussian blue
complexes (red149). The new complex [Fe(pypypyr)2] is represented by
green stars. Two data points are given: one for the maximum
temperature where no spin transition was observed experimentally
(510 K) as well as one for the DFT-calculated spin transition temper-
ature (620 K). The area in which the real data point is to be expected is
highlighted in light green.
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simultaneously.143 As such, the additional reaction coordinates
we hypothesise to be the cause for the non-monoexponential
relaxation behaviour may have the same effect on the excita-
tion behaviour.

Generally, it appears that the spin transition behaviour of
[Fe(pypypyr)2] is much more complicated than the used models
can account for in this rst approach to understand this unique
behaviour.

2.6 Thermal stability of the LIESST state

One of the key requirements for applications of SCOmaterials is
the stability of the excited LIESST state at high temperatures.
The respective parameter, the LIESST temperature TLIESST, has
been determined using three different methods in this study.
However, TLIESST is very sensitive towards experimental details
such as the heat rate. This may partially explain why the results
from the different methods vary within a certain range. More-
over, a full spin transition was not achieved in either experi-
ment. With no methods available to exactly determine the
respective highest HS fraction in SQUID magnetometry and
UV/vis spectroscopy, there is some uncertainty in the compa-
rability of the data. Still, the combined results from SQUID
magnetometry, UV/vis spectroscopy and NEXAFS spectroscopy
measured in darkness allow pinpointing TLIESST in the region
between 46 K and 52 K. Here, the highest divergence is found in
the UV/Vis spectroscopic results. While this might be a system-
atic difference between thin lms and the bulk material, the
divergence is also well in the margin of error for the determi-
nation of the LIESST temperatures: determining the HS frac-
tions based on the peak area gives a TLIESST perfectly in line with
the other experiments.

While this LIESST temperature of the title compound is not
impressive on its own, it becomes more noteable when looking
at T0 families. This concept was rst brought up by Létard et al.
who found a linear relationship between TLIESST and the spin
transition temperature T1/2.144 In particular, they observed that
complexes with monodentate or bidentate ligands follow
a linear behaviour according to eqn (17) with values for T0 of
100 K and 120 K, respectively.

TLIESST = T0 − 0.3T1/2 (17)

Over time, the database of LIESST and spin transition
temperatures was expanded by further complexes with other
types of ligands (see Fig. 8). Most relevant in this context, a line
with T0 = 150 K was found for complexes with two tridentate
ligands.145,146

Trying to include [Fe(pypypyr)2] in this database is met with
some problems and uncertainties. First of all, Létard et al.
dened the following experimental details for the determina-
tion of TLIESST: SQUID magnetometric measurements on
a sample that is irradiated until saturation and then heated in
darkness with a constant heat rate of 0.3 K min−1. In our
experiment, we did not reach saturation and used a higher heat
rate. Therefore, there can be some uncertainty in the compa-
rability of [Fe(pypypyr)2] with the database. Secondly,
[Fe(pypypyr)2] showed no signs of thermal spin transition until
© 2023 The Author(s). Published by the Royal Society of Chemistry
510 K in Mößbauer spectroscopy (see above). Since spin-
crossover is more typically investigated below 300 K, the avail-
able experimental methods above that temperature are limited.
While we did observe a change in the XRPD pattern above 600 K,
the data are not clear enough to attribute this change to a spin
change. Therefore, we were unable to determine T1/2 experi-
mentally and tried to support the experimental evidence with a
theoretical approach. Indeed, using eqn (11) with
DE0HL= 3300 cm−1 fromDFT calculations andDS0HL= 5 cm−1 K−1,
which is found for many spin-crossover compounds with little
variation,40 results in a rough estimate of T1/2 z 620 K for
[Fe(pypypyr)2].

Including these data points in the database reveals the
remarkable nature of [Fe(pypypyr)2]: while it is expected to be
part of the T0 = 150 K family with complexes based on two tri-
dentate ligands, the most conservative data point (T1/2 = 510 K;
TLIESST = 46 K) is already on the line of the T0 = 200 K family of
Prussian blue derivatives, which is the highest value of T0
observed so far.149 Even more noteable, the DFT-calculated spin
transition temperature of 620 K, together with a TLIESST of 52 K,
places [Fe(pypypyr)2] in a completely new T0= 240 K family, well
above anything observed so far.

In fact, it is not unprecedented that single complexes do not
follow the general trends: while the complex
[Fe(bpp(COOH)2)2]

2+ is based on tridentate ligands as well,
Chem. Sci., 2023, 14, 7361–7380 | 7375
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a surprisingly high TLIESST of 120 K was found, placing it into the
T0 = 200 K family.128 Indeed, this complex shows astonishingly
similar values for DS and DQ compared to [Fe(pypypyr)2] (see
ESI, Table S11†). However, it does not share the asymmetric
bond elongation, the low trans-N–Fe–N angle 4 and the low bite
angles a with [Fe(pypypyr)2] (see ESI, Table S12†). This may
explain why [Fe(bpp(COOH)2)2]

2+ only shows its exceptional
properties in the presence of solvent molecules and turns into
an HS compound when dried, whereas [Fe(pypypyr)2] shows its
unique behaviour in neat form.

3 Conclusions

In summary, we herein presented the rst successful complex
syntheses with the ligand bipyridyl pyrrolide (pypypyr−). This
monoanionic, tridentate N-donor ligand is topologically related
to neutral ligands like terpy or bpp, which have been used to
prepare Fe(II) compounds with spin–switchable
properties.40,126–128 Our investigation of the spin state using
various standard analytical methods revealed that the neutral,
vacuum-evaporable complex [Fe(pypypyr)2] has a spin tran-
sition temperature above 510 K and thus is a nominal LS
complex. Despite that, it still shows the LIESST effect as a neat
compound at temperatures below 70 K with an unusually
complex relaxation behaviour. The tunneling rate constants
determined in three independent experiments are between
10−5 s−1 and 10−2 s−1 and thus four to eleven orders of magni-
tude lower than expected based on the inverse energy gap law.

Careful analysis of single-crystal structures as well as
comparison with DFT-calculated structures and structures from
the literature show that the unique properties of the title
complex are due to a ligand sphere, which induces a LS
conguration in the electronic ground state, but enforces
distortions along four different types of coordinates upon
transition to the metastable HS state: asymmetric Fe–N-bond
elongation (parameter z), bending of the ligands (parameter
x), in-plane tilting of the tridentate ligands (parameter 4) and
twisting of the two ligands (parameter q). While other types of
Fe(II) complexes (such as [Fe(terpy)2]

2+ or [Fe(bpp)2]
2+

complexes) also exhibit signicant structural distortions, they
are not charge neutral (rendering vacuum evaporation difficult)
and/or have much lower T1/2 values than the title complex.
[Fe(bpp)2]

2+ complexes, e.g., are either spin-crossover or even
high-spin compounds. Within the limits of the used experi-
mental methods, we found indication that [Fe(pypypyr)2] is at
least part of the highest observed T0 family in line with Prussian
blue derivatives, but potentially even the rst member of a new
T0 = 240 K family.

This discovery is of particular interest towards the develop-
ment of SCO materials with high LIESST temperatures for
application in data storage, displays or otherwise. First of all, LS
compounds are chemically more robust than HS compounds
and thus more suitable for the fabrication of devices. Secondly,
TLIESST cannot be higher than T1/2. In order to have LIESST
temperatures around 300 K, T1/2 has to exceed that value,
implying the use of LS complexes as spin–switchable molecules.
While the LIESST temperature of the title complex is not
7376 | Chem. Sci., 2023, 14, 7361–7380
particularly high, it can be increased by modifying the
employed ligand. For this, the target ligand would need to
maintain the asymmetric structure of bipyridyl pyrrolide and
therefore the high structural differences between the two spin
states of the resulting complex, while being modied in a way
that lowers the spin transition temperature. When T1/2 is low
enough, LIESST temperatures of up to 185 K should be possible
for molecular complexes. To further increase T0 and thus
TLIESST, the demonstrated structural concept may be combined
with substituents that increase cooperative interactions, simi-
larly to the results found for [Fe(bpp(COOH)2)2]

2+. This way, T0
families around 390 K with LIESST temperatures near room
temperature should get within reach.
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