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ARTICLE INFO ABSTRACT
Keywords: In the context of burgeoning industrial advancement, there is an increasing trend towards the
Rolling bearing integration of intelligence and precision in mechanical equipment. Central to the functionality of
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Variational autoencoder

Deep learning

Convolutional neural networks

such equipment is the rolling bearing, whose operational integrity significantly impacts the
overall performance of the machinery. This underscores the imperative for reliable fault diagnosis
mechanisms in the continuous monitoring of rolling bearing conditions within industrial pro-
duction environments. Vibration signals are primarily used for fault diagnosis in mechanical
equipment because they provide comprehensive information about the equipment’s condition.
However, fault data often contain high noise levels, high-frequency variations, and irregularities,
along with a significant amount of redundant information, like duplication, overlap, and un-
necessary information during signal transmission. These characteristics present considerable
challenges for effective fault feature extraction and diagnosis, reducing the accuracy and reli-
ability of traditional fault detection methods. This research introduces an innovative fault diag-
nosis methodology for rolling bearings using deep convolutional neural networks (CNNs)
enhanced with variational autoencoders (VAEs). This deep learning approach aims to precisely
identify and classify faults by extracting detailed vibration signal features. The VAE enhances
noise robustness, while the CNN improves signal data expressiveness, addressing issues like
gradient vanishing and explosion. The model employs the reparameterization trick for unsuper-
vised learning of latent features and further trains with the CNN. The system incorporates
adaptive threshold methods, the "3/5" strategy, and Dropout methods. The diagnosis accuracy of
the VAE-CNN model for different fault types at different rotational speeds typically reaches more
than 90 %, and it achieves a generally acceptable diagnosis result. Meanwhile, the VAE-CNN
augmented fault diagnosis model, after experimental validation in various dimensions, can ach-
ieve more satisfactory diagnosis results for various fault types compared to several representative
deep neural network models without VAE augmentation, significantly improving the accuracy
and robustness of rolling bearing fault diagnosis.

1. Introduction

In the realm of contemporary industrial production, mechanical equipment serves as a foundational element, vital for the oper-
ational success of modern enterprises. The enhancement of mechanical equipment through the integration of artificial intelligence,
Internet of Things, and similar technologies, has led to significant advancements in terms of refinement, systematization, intelligence,
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and automation [1]. Among these components, rolling bearings, a quintessential element of mechanical transmission, find extensive
utilization across various industrial and transportation machineries. However, these bearings are susceptible to numerous failure
modes including fatigue damage, cracks, and wear, particularly under prolonged high load conditions. Such failures not only escalate
maintenance costs and extend equipment downtime but also heighten the risk of accidents. Consequently, the investigation into rolling
bearing defect diagnostics emerges as a crucial field, offering valuable insights for prompt identification of aberrations in mechanical
equipment, thereby safeguarding operational stability and augmenting business productivity [2]. Contemporary fault detection
methodologies predominantly focus on scrutinizing monitoring signals from malfunctioning equipment, analyzing time or frequency
characteristics to detect variations in amplitude and frequency over time [3]. Traditional analysis techniques, such as Fast Fourier
transform [4], empirical mode decomposition (EMD) [5], wavelet transform [6], and variational mode decomposition [7], have
demonstrated efficacy in extracting fault features of rolling bearings to a certain degree. However, these techniques encounter
challenges in real-world industrial settings due to the complex operational conditions of bearings. The presence of background noise
and concurrent faults further complicates the vibration signals, making the diagnosis and analysis of bearing faults more difficult.

In light of these complexities, the adoption of deep neural network-based techniques for rolling bearing fault diagnosis has gained
momentum, propelled by the advancements in deep learning [8-10]. Deep learning, in contrast to conventional shallow learning
approaches, facilitates autonomous, adaptive extraction of high-dimensional features from input signals, thereby reducing reliance on
expert knowledge and enhancing the precision and efficacy of fault detection. Deep learning models have thus emerged as a favored
approach in defect diagnostics. Recent literature illustrates various innovations in this domain: a dual-input fault diagnosis model
utilizing CNN and LSTM networks has been proposed for enhanced noise immunity under diverse noise and load conditions [11]; an
improved CNN-SVM methodology for rapid motor bearing fault diagnosis [12]; and an enhanced LeNet-5 model tailored for scenarios
with incomplete bearing failure samples [13].

A comprehensive review of the literature underscores the remarkable success of deep learning in detecting rolling bearing faults.
However, these achievements often require extensive neural network training and large annotated datasets, a process known as su-
pervised learning. This requirement can be restrictive in practical diagnosis scenarios, where obtaining substantial fault data or a
sufficient number of labeled training samples may be impractical due to the unique characteristics of some mechanical devices [14]. To
address these limitations, data augmentation has emerged as a potential solution, but current approaches still fall short of meeting the
extensive training data needs for effective intelligent fault detection.

Recent advancements in Variational Autoencoders (VAE) offer a promising avenue in this regard [15-17]. VAEs, through their
ability to capture data distributions via neural networks and generate unseen samples, excel in extracting deep abstract features from
original input data. The integration of VAEs with deep convolutional neural network models, forming hybrid models, has shown
potential in rolling bearing defect detection. This research introduces a VAE-enhanced deep convolutional neural network model, the
VAE-CNN model, combining the strengths of CNN’s signal data representation and VAE’s noise resilience. The foundation of this study
is the VAE’s capability for realistic data generation based on semi-supervised classification. Meanwhile, novel techniques are inte-
grated into the model training process: an adaptive threshold method for personalized warning levels, a "3/5" method to minimize
misclassification, and a Dropout method to combat overfitting. The diagnosis accuracy of the VAE-CNN model for different fault types
at different rotational speeds typically reaches more than 90 %, and it achieves a generally acceptable diagnosis result. Therefor, the
practical implementation of cloud-based collaboration for rolling bearing fault diagnosis showcases the VAE-CNN model’s enhanced
robustness, applicability, and diagnostic accuracy.

2. Related theories

This section systematically introduces and expounds the research basis of this paper, including intelligent fault diagnosis based on
deep learning and variational autoencoder theories, so as to provide reference for the subsequent model construction.

2.1. Intelligent fault diagnosis based on deep learning

Due to their effective feature extraction, deep neural networks have been employed extensively in intelligent defect diagnosis
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Fig. 1. Intelligent fault diagnosis process based on neural network.
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scenarios [18]. They are currently used in one of two ways to diagnose faults. The first method makes use of the original
one-dimensional vibration signal and divides the data into temporal signals of a specific length using sliding window interception. This
method creates a one-dimensional deep neural network that can learn fault diagnosis techniques. The second is to discuss how deep
neural networks are applied in image processing. Data pre-processing involves cutting and stacking or time-frequency transforming
one-dimensional vibration signals into a two-dimensional matrix, and using this two-dimensional matrix to train a two-dimensional
deep neural network to recognize faults.

The following steps are involved in intelligent defect diagnosis using deep neural networks: Signal acquisition is the process of
gathering vibration signals, which include information about the condition of the equipment, using sensors that are often located on
the apparatus. Deep neural networks are utilized for feature extraction. Fault diagnosis is the process of identifying a problem with a
piece of equipment based on features that the neural network has extracted. In Fig. 1, the specific procedure is displayed.

The intelligent fault diagnosis process depicted in Fig. 1 is articulated in an academic context as follows: The methodology initiates
with the transmission of the input vibration signal through the neural network, a pivotal step in the fault diagnosis procedure.
Throughout this phase, the network, functioning as a nonlinear classifier, is responsible for extracting features from the vibration
signal and subsequently generating an output that predicts the fault. Post this initial diagnosis, the network’s output, which embodies
the diagnostic conclusion, is juxtaposed with the actual label of the signal. The discrepancy between these two elements is then
retroactively fed into the neural network. This feedback mechanism is instrumental in adjusting the network’s parameters. This
iterative process persists throughout the training phase until the model attains an optimal state, defined by the minimization of the
divergence between the network’s output and the true label to a level beneath the predetermined ideal threshold for training. Distinct
from traditional fault diagnosis methodologies, which rely heavily on expert experience, the deep learning-based intelligent fault
diagnosis approach excels in autonomously uncovering and leveraging latent, valuable information within the vibration signal. Its
integration of feature extraction and refinement within the fault diagnosis process markedly enhances diagnostic efficacy [19].

Contemporary research in this domain has witnessed the successful application of various network models, evolved from the
foundational feedforward neural networks, in defect diagnosis scenarios [20-22]. This study contributes to this evolving field by
developing a model that amalgamates a deep convolutional neural network with a variational autoencoder, specifically tailored for the
detection of defects in rolling bearings. This integration not only leverages the strengths of both neural network architectures but also
addresses the complexities inherent in accurately diagnosing rolling bearing defects.

2.2. Variational autoencoder

Many generative models were present before deep learning, but the majority of them were challenging to describe and model. Deep
learning’s introduction has aided specialists and academics in finding solutions to these issues. Variational autoencoders (VAE) [23]
and generative adversarial networks (GAN) [24] are examples of generative models based on deep learning concepts. The VAE, a deep
learning generative model based on variational theories, is adopted in this study. Its concepts and guiding principles are briefly dis-
cussed below.

In 2012, Kingma et al. presented the generative model VAE, which has since gained popularity as one of the most effective
techniques for unsupervised learning of complicated distributions. It can decode low-dimensional potential space representations of
high-dimensional data to produce fresh samples from random vectors in the potential space [25]. Compared to conventional
autoencoders, VAE offer enhanced interpretability and a superior ability to capture the complexities of data distribution. The core
principle of VAE involves encoding the original data into the mean and variance within the latent space. Subsequently, the latent
vector is treated as noise, generated by sampling from a prior distribution. Fig. 2 displays the network structure model of VAE.

Combining network structure in Fig. 2, the precise VAE calculation procedure is as follows:
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Fig. 2. Network structure model of VAE.
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Assume that a is the input data and h is the implied variable. a is then produced by h. The generative model g(a|h), which can be
viewed as the self-encoder’s decoder, converts h to a. The recognition model is a to h, and the encoder in the self-encoder is similar to r
(h|a@). Formula (1) is utilized to model the observed sample g(a):

g(a) = / g(a,h, P)Exlg(alh, P) 8
h

P stands for the collection of parameters, while g(a,h,P) stands for the combined probability distribution of the observed sample a
and the hidden variable h. In order to approximate the distribution g(a) of a, the conditional probability g(a|h) is introduced in Formula
(1). The conditional probability of a with regard to h is represented by g(a|h,P). The fundamental principle of VAE is to calculate g(a)
based on a and sample to obtain the hidden variable h that is most likely to produce it. By creating a new function, r(h|a), one can
conditionally describe the hidden variable h’s distribution in relation to the input observation sample. VAE builds r(h|a) using the
variational inference principle.

Maximizing the expectation of likelihood is the goal. The lower bound ELBO function L(r) of the evidence of the variational, as
stated in Formula (2), is the objective function for optimization in variational reasoning.

L(r) =E{In[g(alh, P)| — KL[r(h|a, P)||g(h, P)]} (&)

where the KL scatter is used to measure the distance between two distributions. The second term in the expectation on the right-hand
side of Formula (2)KL[r(h|a, P)||g(h, P)] represents the encoding of a into the hidden variable h.

Assuming that the observed sample a obeys a Gaussian distribution of N{u(a, P), 6(a, P)] and the hidden variable h obeys a Gaussian
distribution of N(0, 1), the rightmost KL distance in Formula (2) can be simplified and expressed as Formula (3):

KL{N[m(a,P),o(a,P)]||N(0,1)} :%tr[a(a)] + {m(a)T[ﬂ(a) — k — logdeto(a)] } 3)

The integral of the posterior probability is intractable for high-dimensional or complex distributions, necessitating the use of
sampling methods to estimate the likelihood function. Consequently, this research employs the Markov Chain Monte Carlo (MCMC)
sampling approach [26] to address this challenge. Gradient back propagation cannot be used for the sampling operation in the heavy
parametric processing, thus the sampling action is relocated to the output layer operation, where it can be combined with e ~ N(0,1)
sampling from N[u(a), ¢(a)] to obtain the mean value of r(h|a) u(a) and the covariance matrix o(a) , and compute h = u(a) + ¢/2(a) x
e. Then the objective function is transformed into Formula (4):

L(r) =E-{In[g(alh) =u(a) +¢"/*(a) x ¢] — KL[r(hla, P)|g(h,P)] } C)

The backward propagation allows for the derivation of the gradient in Formula (4).

While the traditional VAE model uses the decoder to create new samples, this paper employs the encoder to train the entire network
using a gradient descent back propagation approach [27]. The hidden variable space is rebuilt to extract higher-level features from the
original data, avoiding the issues of dimensional catastrophe and significant computational effort. The mean and variance of h are
solved in accordance with a.

Compared to other generative models, such as GAN, VAE has been demonstrated to have more stability and interpretability.
Additionally, it can be employed for operations like data compression and feature extraction because to its compressive coding
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capacity. As a result, the VAE utilized in this study can be used to produce accurate data based on semi-supervised classification,
improving the robustness and precision of deep neural network models for diagnosing rolling bearing faults.

3. Deep neural network model with VAE enhancement

Aiming at the challenges faced by existing fault diagnosis methods in rolling bearing fault diagnosis, this paper proposes a deep
convolutional neural network fault diagnosis method based on variational autoencoder enhancement on the basis of deep learning
technology, hoping to adaptively extract the depth features of vibration signals and accurately identify and judge the fault categories of
rolling bearing. In this section, the general framework of the algorithm, the construction of VAE-CNN fault diagnosis model and model
training are discussed in detail.

3.1. General framework of the algorithm

More and more academics are calling for the deployment of data-driven defect detection techniques to edge devices in a coop-
erative cloud platform as edge computing [28], cloud computing [29], artificial intelligence [30], and other technologies improve.
Based on this, this research studies integrating VAE with CNN and suggests a VAE-CNN model as an intelligent fault diagnostic model
to increase the effectiveness and accuracy of diagnosing rolling bearing faults. Fig. 3 displays the algorithm’s overall architecture.

The cloud and the edge end make up the two main components of the rolling bearing problem diagnosis method suggested in this
paper, as shown in Fig. 3. The monitoring of sensing data from rolling bearing equipment at the edge, followed by data upload for
storage and analysis in the cloud, facilitates collaboration between the cloud and edge. For the purpose of identifying rolling bearing
faults, the VAE-CNN intelligent fault detection model is trained in the cloud and subsequently deployed to the edge.

3.2. Construction of VAE-CNN fault diagnosis model

The CNN model [31] and VAE model’s benefits are combined in the fault diagnosis model. On the one hand, higher dimensional
timing features in vibration signals are thoroughly studied by using CNN to construct time series reliance on vibration signals [32].
However, VAE, a new kind of generative model, can compress the input data into a low-dimensional potential space representation and
produce new data samples from it while preserving the characteristics of the original data. As a result, it is currently being used to
identify rolling bearing faults and has shown promising results. The VAE-CNN model is employed in this study to model the rolling
bearing health state vibration signal by variational inference, learn the distribution of the rolling bearing health state vibration signal,
and map it to the hidden space, considerably enhancing the model’s resilience. Fig. 4 depicts the structure of the hybrid VAE-CNN
model.

The input layer, the encoder, the hidden layer, the decoder, and the output layer are the essential components of the VAE-CNN
model, as shown in Fig. 4. The input layer is responsible for the segmentation of the received signal. The encoder is made up of
several CNN memory units, which output the mean and variance of the coding vectors after converting the input data into coding
vectors in the potential space. The two-dimensional latent distribution is sampled from by the hidden layer, which then outputs the
sampled compressed features to the decoder. A three-dimensional sequence is produced by the decoder after it decodes the compressed
characteristics. In aim to recover the original time series, the created sequence is concatenated back into the final output layer.

3.3. Model training
(1) Calculation of warning thresholds
The VAE-CNN driver model still functions essentially as a encoder and decoder, encoding and decoding the input data before

outputting the results of the reconstruction. The degree of discrepancy between the input data and the reconstructed output results is
measured in this paper using the Mean Square Error (MSE) [33], and its calculation formula is shown in Formula (5).

CNN cell

CNN cell

Input layer Encoder Hidden layer Decoder Output layer

Fig. 4. VAE-CNN enhanced fault diagnosis model.
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7 ) ®

i=1

MSE(Y,Y) =

=R

Where n represents the total number of samples. y' represents the original input data of sample i, and y represents the reconstructed
sample data. In the context of intelligent fault diagnosis for rolling bearings, the Mean Squared Error (MSE) serves as a critical metric. If
the MSE surpasses a pre-established warning threshold, the rolling bearing is deemed defective, prompting an immediate activation of
the alarm system. Conversely, if the MSE remains below this threshold, the rolling bearing is considered to be functioning normally,
necessitating no immediate action. This determination hinges on the disparity between the original input data and the reconstructed
output, as well as the value of the warning threshold. The setting of the warning threshold, typically predefined by operators in most
contemporary fault diagnosis methodologies, is crucial. However, the reliance on empirically determined thresholds can be prob-
lematic in complex industrial environments. Diverse intrinsic and extrinsic factors render a uniform warning threshold inapplicable
across different mechanical systems. An excessively high threshold may delay the activation of an alarm until the rolling bearing
failure has advanced significantly, potentially leading to equipment damage or severe accidents. Conversely, a threshold set too low
might trigger false alarms, causing unnecessary equipment downtime and hindering production efficiency. To circumvent these
challenges, the present study employs an adaptive threshold method, which tailors the warning level for each rolling bearing [34].

The VAE-CNN model’s training phase involves calculating the reconstruction error, as denoted by Formula (5). However, due to the
paucity of normal samples in hypothetical scenarios, the count of samples for calculating the reconstruction error is limited. Relying
solely on these samples for threshold calculation could lead to inaccuracies. The VAE model, a generative network, facilitates the
generation of additional data, thereby augmenting the sample pool. The VAE-CNN model, grounded in the VAE network architecture,
similarly harnesses this capability to create more data samples. These generated samples, assumed to mimic the healthy state of the
rolling bearings, enhance the robustness of the model’s learning about normal operational conditions.

The enhanced generative capabilities of the VAE-CNN model facilitate the incorporation of both original and newly generated
normal state data in the determination of warning thresholds. This expanded dataset enables more precise and reliable adaptive
learning of these thresholds, substantially improving the system’s ability to issue timely alerts at the onset of rolling bearing failures.
Fig. 5 delineates the detailed calculation process for determining these early warning thresholds, illustrating the methodological
sophistication of this approach.

According to Fig. 5: More samples with healthy states are first generated using the trained VAE-CNN augmented model. The newly
generated samples are then fed back into the VAE-CNN model, and the reconstructed samples a’ are then retrieved after encoding and
decoding. Formula (5) is used to determine the MSE between a and a’, and the reconstruction error ¢2 is used to denote this error. At
last, the mean p and standard deviation ¢ of the combination of the reconstruction error €1 and the reconstruction error €2 are
calculated, where the reconstruction error €1 is the MSE generated by training the VAE-CNN model. In accordance with the well-
known Lajda criterion, the warning threshold in this paper can be placed at + 3. Since the VAE-CNN enhancement model has a
one-to-one relationship with the rolling bearing, the warning threshold calculated here also has a one-to-one relationship with the
rolling bearing, thus achieving the purpose of adaptivity.

(2) "3/5" strategy

In a typical system, there is a strong possibility that a disruption may trigger the vibration signal to violently jitter and then soon
restore to smoothness, resulting in false alarms. This is because industrial systems are easily disturbed by environmental background
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Fig. 5. Example diagram of the calculation process of early warning threshold.
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noise and other components in a real industrial environment. This paper employs the "3/5" technique to enhance the accuracy and
stability of fault identification and decrease the incidence of false alarms brought on by signal jitters. When three defects appear in five
straight diagnoses, this technique suggests that a rolling bearing is actually broken.

The "3/5" strategy’s specific implementation concept is as follows: first, construct a sliding window of size 5. The model The al-
gorithm then would check the situation there and save the outcomes of each diagnosis. If there are three failures out of the five
diagnostic results, the rolling bearing is deemed to have a real failure, and the system will sound an alarm right away. Otherwise, the
first window’s diagnosis result will be deleted, the second window’s diagnosis result will be stored in the last window, and so on.

(3) Dropout

Large-scale datasets are crucial to the success of deep learning. Large datasets inherently contain more noisy data, which might
hinder the training of deep learning models and render their ability to fit data insufficient. Although the new drive model itself has
certain robustness to noise, considering that the vibration signal of real industrial production environment is more complex and the
deep neural network model is prone to overfitting problem with more training parameters and data noise, the VAE-CNN model is
enhanced by introducing the Dropout method to prevent the model from overfitting.

By having the ability to haphazardly alter the network topology of the model itself, the Dropout approach can be used to avoid
model overfitting [35]. The main concept is that the neurons in each layer of the network are deactivated with a certain probability
during each iteration of the model training process, and the deactivated neurons in the model are not involved in forward and
backward propagation, meaning that the weight parameters of the deactivated neurons are not updated during this iteration of
training. The deactivated neurons are not involved in this training, but since the model will often undergo multiple iterations of
training, they might be included in the subsequent training. The network structure of the model changes during each iteration of
training because the neurons in each layer of the network are deactivated with a certain probability, even though the model’s pa-
rameters are generally the same. As a result, this method can improve the model’s ability to generalize and strengthen the trained
model.

4. Experimental data and testing

Using the publicly accessible CWRU bearing failure dataset, experiments are carried out to compare various bearing vibration
signal dimensions. The experimental findings are then assessed to ascertain the efficacy of the suggested method for the diagnosis of
rolling bearing failure signals.

4.1. Experimental data and environment

In this study, simulation trials were conducted using CWRU bearing data [36]. The drive-side data utilized in the trials were
gathered intentionally using the EDM technique to generate flaws on the bearing’s inner ring, outer ring, and rolling element. The tests
mainly used fault data of 0.007 inch, 0.014 inch, and 0.021 inch. The motor load range is from 1 HP to 3 HP, and the test bearing model
is SKF 6205. Because the deep learning approach can efficiently handle complex data without manual feature extraction when dealing
with multidimensional data, 10 types of data were selected for the experiment, including 9 types of fault data at different positions and
speeds and 1 vibration signal under normal conditions. Table 1 displays the fundamental data from the tests. In the experiment, the
rotational speeds are set at 1772, 1750, and 1730 rpm, with a sampling frequency of 12 kHz for the bearing data. A moving window of
length 1024 is employed to capture the samples, resulting in each sample containing 1024 data points. The dataset is partitioned into
training and test sets with a ratio of 6:4. To make it easier for the network model to be trained, these 10 types of data are named L1
through L10.

The experimental environment was configured with a 12th Gen Intel(R) Core(TM) i5-12400F 2.50 GHz processor and NVIDIA
GeForce GTX 1650 graphics card, and the experiments were conducted under Python 3.7 and Pytorch 1.9.1.

Table 1

CWRU bearing dataset.
Label Fault type Fault size/inches Load
L1 RO7 0.007 1,2,3
L2 R14 0.014 1,2,3
L3 R21 0.021 1,2,3
L4 107 0.007 1,2,3
L5 114 0.014 1,2,3
L6 121 0.021 1,2,3
L7 007 0.007 1,2,3
L8 014 0.014 1,2,3
L9 021 0.021 1,2,3
L10 Normal / 1,2,3
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4.2. Experimental results and analysis

Experiment 1. Performance testing of different failure types

Comparative experiments employing bearing failure data were carried out using various methods and speeds to examine the
effectiveness of the suggested network. The trial outcomes are depicted in Fig. 6.

The diagnosis accuracy of the VAE-CNN model developed in this paper for different fault types at different rotational speeds
typically reaches more than 90 %, and it achieves a generally acceptable diagnosis result, as shown by the diagnosis results in Fig. 6(a)
to 6(c). This demonstrates that the new model can be utilized under different rotational speed conditions and has strong robustness and
application in identifying rolling bearing faults. This enhancement arises from the synergistic integration of the CNN and VAE models,
leveraging their respective strengths. The CNN model excels in extracting deep temporal features from the vibration signals and
establishing temporal dependencies within these signals. Concurrently, the VAE model preserves the intrinsic properties of the original
data while compressing the input into a low-dimensional latent space representation. Additionally, the VAE can generate new data
samples from this latent space, thereby ensuring the model’s diagnostic accuracy.

Three additional deep neural network models, CNN, AlexNet [37] and ResNet [38] were chosen for comparison studies in order to
evaluate the diagnostic performance of the proposed technique on rolling bearing fault data. The outcomes are displayed in Fig. 7.

Fig. 7 shows that at various rotational speeds, the fault diagnostic accuracy of three typical deep neural networks, CNN, AlexNet,
and ResNet, is comparable. However, the VAE-CNN model dramatically enhances the identification of rolling bearing faults and has a
significantly greater diagnostic accuracy than the other three models. The new model, which does not rely on the labeled dataset or the
expert’s empirical knowledge and can learn the deep features in the vibration signal directly, combines the benefits of the CNN’s good
expression of signal data with VAE’s sensitivity of data noise. This could be the underlying cause of the analysis.

5. Experiment 2: experimental test under noise-added environment
Noise from vibration and component-to-component friction is unavoidable in the environment where rolling bearings operate.

However, adding noise might make vibration data invalid, which can reduce the precision of fault identification. To imitate noise and
other disturbances during the experiment, white noise is introduced to the raw data that was collected. The CWRU data set is subjected
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Fig. 6. Diagnostic results at different speeds.
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to several procedures and noise levels of —3, —1, 1, 3, and 5 dB are applied. Using the average accuracy reported in Fig. 8.

The accuracy of the bearing diagnosis based on the VAE-CNN model is higher than the other approaches in various noise situations,
as can be observed in Fig. 8. This aspect demonstrates the great noise immunity of the suggested technique. This is primarily because
the suggested method gets better diagnostic results and exhibits greater noise immunity even under various noise environments by
making full use of the VAE model’s superior robustness to noise compared to other deep neural network models.

The VAE-CNN augmented fault diagnosis model, after experimental validation in various dimensions, can achieve more satisfactory
diagnosis results for various fault types compared to several representative deep neural network models without VAE augmentation,
and is therefore applicable to a variety of fault diagnosis tasks. The augmented model also solves the shortcomings of conventional
fault diagnosis models, such as weak vibration signal feature extraction, reliance on large-scale datasets with labels and expertise, and
greatly enhances the applicability and robustness of the model, which can diagnose bearing faults under high noise and multiple
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redundancies.
6. Conclusion

This manuscript elaborates on the development of a Variational Autoencoder-Convolutional Neural Network (VAE-CNN) model,
designed for the fault diagnosis of rolling bearings. This innovative model aims to address the limitations commonly encountered in
data-driven fault diagnosis models, particularly their deficiencies in extracting features from vibration signals and their dependency on
large-scale, labeled datasets and expert knowledge. By amalgamating the CNN model’s superior capacity for representing vibration
signal data with the VAE model’s robustness to data noise, the proposed VAE-CNN model excels in scenarios where only a limited
amount of observational data is available at the initial stages of rolling bearing operation. It is uniquely capable of directly learning the
deep characteristics of vibration signals, independent of labeled datasets or empirical expertise from specialists. The VAE-CNN model
achieves over 90 % accuracy for diagnosing different fault types at various speeds. Experimental validation using the CWRU fault
dataset has demonstrated the model’s commendable performance across various metrics, highlighting its robustness and practical
applicability in real-world settings.

The advent of artificial intelligence heralds the inevitable progression towards intelligent diagnosis of rolling bearing faults.
However, the approach presented in this study is not without its limitations. Firstly, the implementation of VAE necessitates careful
selection of appropriate prior distributions and loss functions, alongside the fine-tuning of hyperparameters, to enhance the model’s
performance. Consequently, there is a need for further development in the algorithms and theoretical underpinnings of VAE to
establish a more efficacious, reliable, and broadly applicable generative model. Secondly, the experimental validation in this study
primarily utilized laboratory datasets, which may not fully replicate the complexities of actual industrial conditions. Thus, the fidelity
of the bearing failure data from real industrial environments remains an open question, necessitating future research to validate the
proposed strategy using data derived from genuine operational conditions. Lastly, the current VAE-CNN model can only be used for
intelligent diagnosis of a single type or category of rolling bearing faults, indicating that the model’s practicality needs further
improvement. Future research could explore the development of a joint fault diagnosis model for different types of bearings.
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