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ABSTRACT: Recent studies have primarily focused on introducing novel frameworks to enhance the predictive power of toxicity
prediction models by refining molecular representation methods and algorithms. However, these methods are inherently complex
and often pose challenges in understanding and explaining, leading to barriers in their regulatory adoption and validation. Therefore,
it is necessary to select the optimal model, considering not only model performance but also interpretability. This study aimed to
identify the optimal combination of molecular fingerprints (pattern-based versus algorithm-based) and machine learning algorithms
(simple versus complex) for developing explainable toxicity prediction models through an comprehensive investigation of the
ToxCast/Tox21 bioassay data set. For 1092 ToxCast/Tox21 assays, five molecular fingerprints (MACCS, Morgan, RDKit, Layered,
and Patterned) and six algorithms (MLP, GBT, Random Forest, kNN, Logistic Regression, and Naiv̈e Bayes) were used to train the
models. Results showed that 35 models revealed acceptable performance (F1 score or accuracy is 0.8 or higher). Among the
combinations, either MACCS or Morgan, paired with Random Forest, demonstrated robust performance compared with other
molecular fingerprints and algorithms. MACCS and Random Forest are valuable, even when prioritizing interpretability.
Consequently, the MACCS-Random Forest combination model based on four assays, targeting G protein-coupled receptor and
kinase, were identified and they can be used to discern specific structural features or patterns in chemical compounds, offering
explainable insights into toxicity-related chemical structures. This study indicates the importance of not disregarding the utilization
of simple models when assessing both predictivity and interpretability within the context of chemical feature-based Tox21 data
analysis.

■ INTRODUCTION
The recent advent of artificial intelligence (AI) is expected to
catalyze fundamental changes in socioeconomic lifestyles and
drive research and industrial innovations.1 This innovation has
also led to an increase in computational toxicology, allowing
for the prediction of toxicity without the need to conduct tests
on apical end points.2 Particularly, advancements in text
mining techniques for data collection have ushered in the era
of big data in toxicology, facilitating the development of
toxicity prediction models using AI.3 Various computational
techniques and databases are under development to predict
toxicity based on the structures of chemicals. Toxicity
prediction aims to provide information for drug development

and prioritize chemicals for risk assessment by incorporating
the latest findings in life science, including molecular biology
and computational modeling technology.4 With recent
advances in science and technology, coupled with the
utilization of existing toxicological information, the scope of
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biological tissue, exposure conditions, and variable factor
analyses is expanding.5

The most studied method for developing a toxicity
prediction model is the quantitative structure−activity relation-
ship (QSAR) approach.6 This approach is used to predict the
toxicity of a chemical based on its structural information, under
the hypothesis that the chemical structure determines its
physicochemical properties. Conventionally, molecular de-
scriptors (MD) and fingerprints (MF) are used to represent
the molecular structure of a chemical during the training of a
toxicity prediction model.7 MF represents a molecular
structure in the form of a bit vector based on various
algorithms.8 In our previous review of AI-based toxicity
prediction models, MACCS was frequently used, followed by
extended-connectivity fingerprints (ECFPs), and PubChem
fingerprints.9 Additionally, for machine learning algorithms,
random forest (RF) and support vector machine (SVM)
methods are widely utilized, while for deep learning, deep
neural networks and artificial neural networks are commonly
employed. More recently, many studies have focused on
learning the structure of chemicals by employing novel
methods instead of conventional MD and MF. For instance,
Matsuzaka et al. developed a toxicity prediction model that
learned molecular structure images using the Deep Snap
technique.10 This work is part of an effort to address the
shortcomings of MD and MF, highlighting the limitations of
conventional methods in achieving predictive accuracy.

However, newly developed methods are inherently complex
and often pose challenges in understanding and explaining
predictive results, leading to barriers to their regulatory
adoption and validation. These concerns have prompted the
introduction of explainable AI (XAI) models.11 To meet the
growing demand for XAI models, several explainable machine
learning methods have recently been proposed. Explainable
methods are largely classified into two types: intrinsic and post
hoc methods.12 Intrinsic interpretability is generally achieved
by using simple models (e.g., single decision trees and
generalized linear models), which is an advantage that has
compelled toxicologists to continue using simple transparent
models. To address the lack of interpretability of complex ML
methods, post hoc interpretation can also be applied to an
already trained model.13 Several post hoc methods have been
used to assess the relative importance of predictor variables. If
the predictor variable analyzed at this time is utilized well, it
can help analyze the relationship between the characteristics
and toxicity of the chemical substance, rather than simply
explaining the model’s prediction results a posteriori. In this
context, identifying an optimal machine learning algorithm-
molecular fingerprint combination that is simple yet performs
well and can retrospectively explain the structural character-
istics of toxic chemicals remains an important task.

In response, this study aimed to identify optimal
combinations of algorithms and molecular fingerprints using
the ToxCast/Tox21 bioassay data set, which is frequently used
for developing toxicity prediction models. Here, we focused on
six algorithms: gradient boosting tree (GBT), RF, multilayer
perceptron network (MLP), k-nearest neighborhood (kNN),
logistic regression (LR), and Naiv̈e Bayes (NB), along with five
MFs: MACCS, Morgan, Layered, RDKit, and Pattern. These
methods were applied to a data set comprising 1092 assays,
from which several models were selected based on predictivity.
We then identified the optimal combination of molecular

fingerprints and algorithms, considering both predictability and
explainability.

■ METHODS
QSAR Modeling Workflow. The study was conducted

following a QSAR modeling workflow consisting of a total of
nine steps including data collection, data selection, data
preprocessing, MF generation, data splitting, data resampling,
model training, performance evaluation and model selection,
and model analysis (Figure S1). All steps were performed by
using the Konstanz Information Miner (KNIME) Analytics
Platform (https://www.knime.com).
ToxCast/Tox21 Data Collection and Assay Selection.

ToxCast/Tox21 data were collected from the US Environ-
mental Protection Agency (EPA)’s ToxCast and Tox21
summary file in invitroDBv3.2 (https://www.epa.gov/
chemicalresearch/exploring-toxcast-data-downloadable-data).
Among the data provided by ToxCast/Tox21, hit-call data
labeled as 1 if the activity was confirmed (active class) and 0 if
the activity was not confirmed (inactive class) were used.14

ToxCast provides experimental results for 1473 in vitro
bioassays. Since the ToxCast/Tox21 assays may or may not
have a biological target depending on the assay method, only
assays with defined biological target information were selected.
Also, assays with at least two data points for each class (active
and inactive) were selected for use in toxicity mechanism-
based assessments.
Preprocessing of ToxCast/Tox21 Data. When perform-

ing in vitro assays, a burst phenomenon was observed, in which
the activity of the assay suddenly increased in a narrow
concentration range where cytotoxicity occurred.15 Some of
these activities might have had chemical effects on the assay
target but could be false positives caused by cytotoxicity. In a
previous study, the results obtained at the concentration where
cytotoxicity was observed were classified using the standard Z-
score.15 In this study, only positive data with a z-score of three
or higher were used as positive data. Chemical data were
curated in three steps. First, chemicals with no simplified
molecular-input line-entry system code representing the
structure of the chemical were removed. Second, because the
toxicity mechanism of inorganic compounds differs from that
of organic compounds,16 chemicals that were not organic
compounds were removed. Third, the salts were converted to
their corresponding largest free compound, e.g., free acid or
free base. After data curation, the structural diversity of curated
chemicals was calculated using the Tanimoto coefficient.17

When calculating the Tanimoto coefficient, the results depend
on the molecular fingerprint used.18 In this study, ECFP4,
which was evaluated to have a high performance among
various molecular fingerprints, was used as a descriptor.8

Molecular Fingerprints Generation. In this study, five
commonly used molecular fingerprints (MACCS, Morgan,
layered, RDKit, and pattern) were used. The taxonomy of the
molecular fingerprint is provided in Table S1. All molecular
fingerprints were calculated using RDKit (http://www.rdkit.
org/) nodes in the KNIME platform.
Model Training. For model training, a total of six

algorithms including GBT,19 RF,20 MLP,21 kNN,22 LR,23

and NB24 were used to train the prediction models. Molecular
fingerprints were used as variables for learning. The training
and test sets were divided into 8:2 with 5-fold cross-validation.
In model training, the performance decreases if the training
data are imbalanced,25 and various resampling techniques were
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used to address this problem.26 Because ToxCast/Tox21 data
are extremely imbalanced,27 SMOTE was used.28,29 Model
training was performed using base nodes provided by the
KNIME platform (https://www.knime.com/).
Performance Evaluation. Accuracy, which is the most

widely used metric for evaluating the performance of a model,
may not be suitable for a model trained with imbalanced data.
Even if prediction performance of the minor class is low, high
accuracy can be achieved with only the major class predicted
well.30 If accuracy is used as the only metric for model
performance evaluation, then the prediction performance of
the minor class can be ignored. Therefore, in this study, the F1
score, which is a harmonized average of recall (or sensitivity)
and precision, was also used. When both false positives and
false negatives are low, the F1 score is high.31 The performance
of all models was confirmed by a 5-fold cross-validation
performed on the KNIME platform.

■ RESULTS AND DISCUSSION
Study Design. Figure 1 illustrates the schematic workflow

of our study, which aimed to identify the optimal machine
learning algorithms and molecular fingerprints. The study
consisted of four steps: data collection (STEP1), model fitting
(STEP2), prioritization of models (STEP3), and identifying
optimal combinations (STEP4). In STEP1, we compiled a set
of ToxCast/Tox21 assays with biological targets. In STEP2,

we trained machine learning models using the chemical
structures and available in vitro toxicity data from the
ToxCast/Tox21 database. We then prioritized models that
achieved acceptable predictivity (F1 score or accuracy of 0.8 or
higher) in STEP3. Finally, in STEP4, we identified an optimal
combination of algorithms and fingerprints considering
explainability of the models.
Assay Selection and Data Set Analysis. To develop a

biological activity prediction model, 1092 assays with bio-
logical targets were selected from 1473 assays (Table 1). The
source with the most abundant number of assays was
NovaScreen Biosciences (NVS), with 441 assays, followed by
Attagene (ATG) with 240 assays. The average number of
chemicals varied from 109 to 6542, and the average number of
active chemicals varied from four (0.9%) to 172 (2.6%). Except
for National Center for Computational Toxicology (NCCT)
and NVS, it was confirmed that the percentage of active
chemicals in all assay sources was less than 10%, which was
highly imbalanced. To investigate the structural diversity of
chemicals in the ToxCast/Tox21 data set, molecular similarity
was calculated using the Tanimoto coefficient. The results
showed that most chemicals had a low structural similarity to
each other (blue) (Figure S1). The mean value of all molecular
similarities was 0.085 ± 0.058 and a 75% quantile value of
0.115, indicating significant structural diversity of chemicals in
the data set. Because one of the purposes of the ToxCast/

Figure 1. Workflow of the study.

Table 1. Summary of the Selected 1092 ToxCast/Tox21 Assay (invitroDBv3.2) (Adopted from the Study by Jeong et al.,
2022)a

source
no. of
assays

average no. of
chemicals

average no. of active
chemicals (%) model format

time
point
(h)

read out
(function)

APR 62 453 4 (0.9) HepG2 384-well plate 24, 72 signaling
ATG 240 2229 46 (2.1) HepG2 24-well plate 24 reporter gene
BSK 146 1484 36 (2.4) various cells 96-well plate 24 signaling
NCCT 2 317 134 (42.3) tissue-based cell-free 384-well plate 0.5 binding
NVS 441 109 16 (14.7) cell-free, tissue-based cell-free 48, 96,

384-well
plates

0−24 enzymatic
activity,
binding

OT 17 1858 65 (3.5) CHO-K1, HEK293T, HeLa 384-well
plates

8, 16, 24 reporter gene,
binding

TOX21 83 6542 172 (2.6) HEK293T, MDA-kb2, MCF-7, BG1, HeLa, GH3,
HepG2, HCT116, HEK293, ME-180

1536-well
plates

24, 48 reporter gene

others 101 439 36 (8.2) various 24, 96,
384-well
plates

0−24 various

aAPR: Cyprotex (formerly Apredica, LLC); ATG: Attagene, Inc.; BSK: BioSeek, Inc.; NCCT: National Center for Computational Toxicology, US
EPA; NVS: NovaScreen Biosciences Corporation; OT: Odyssey Thera, Inc.; TOX21: Toxicity Testing in the 21st Century.
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Tox21 program is a screening of priority substances,32 the
program targets chemicals with diverse structures and has a
broad range of mode of actions.33,34 Moreover, this low
similarity could be a disadvantage for the accurate prediction of
active chemicals.35 In addition, the average number of active
chemicals is highly limited, which can cause a data imbalance
problem. Our previous work demonstrated that an imbalanced
data set in ToxCast/Tox21 assays can significantly constrain
the model’s predictivity. To address this issue, we employed
the SMOTE method, which is identified as an optimal
approach for addressing data imbalance problems.
Performance Evaluation of Models and Model

Selection. A total of 30 models were trained by combining
six algorithms and five MFs for each assay to identify the
optimal algorithm and MF combinations for 1092 assays with
different chemical structures and data point distributions
(Table S2). Among the 30 combination models, the one with
the best performance was selected as the representative model
for the corresponding assay. Unfortunately, no model training
was available for the assays with a limited number of positive
data points, so only 737 out of 1092 models were acquired, and
670 out of 737 models exhibited very poor performance with
an accuracy or F1 score lower than 0.5. Of the 67 models with
accuracy and F1 score of 0.5 or higher, only models with at
least one accuracy or F1 score greater than 0.8 were selected.
Applying these criteria resulted in 35 models (Table 2)
(detailed information on the selected 35 models is provided in
Table S3). This cut-off criterion for the performance of
predictive models trained on the ToxCast/Tox21 data set was
established based on previous studies. In a study to predict
hepatotoxicity using six supervised machine learning algo-
rithms with chemical structure descriptors, the maximum
accuracy was 0.84,36 and the average accuracy was 0.88 in a
study where 339 models were trained using ToxCast/Tox21
data using the MLP.37 In a study comparing the performance
of estrogen receptor activity prediction models using six
algorithms, the F1 score did not exceed 0.6.38

Identification of Optimal Machine Learning Algo-
rithms and Molecular Fingerprints. Among the 35 selected
models, decision tree-based models were the most represented,
with RF being the most prevalent at 13, followed by GBT, LR,
and MLP with seven each and one NB model (Figure 2A).
Since a simpler model with acceptable performance is often
easier to interpret for the ToxCast/Tox21 data set, it was
clearly the preferred choice due to its better explainability. RF
and GBT employ ensemble methods, adding complexity, while
kNN comprises multiple layers of interconnected nodes
capable of learning complex patterns.39 Conversely, NB, LR,
and kNN are generally considered simpler models.40−42

Simpler models are easier to interpret but may not capture
complex relationships in the data as well as more sophisticated
models, such as neural networks. Our findings, showing that
RF performed well on ToxCast/Tox21 data, are consistent
with those of other studies where RF was reported to be
comparable to or better than SVM, kNN, and NB in predicting
toxicity and biological activity.43−47 Notably, the RF model has
an advantage in interpreting active chemicals because, unlike
other machine learning algorithms, it can identify descriptors
used to predict the classification.48 For example, Dreier et al.
(2019) used the RF algorithm to develop QSAR models and
identify chemical structures impairing mitochondrial mem-
brane potential.49 Moukheiber et al. (2021) identified protein
features and pathways responsible for toxicity using RF-based T
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machine learning models.50 Therefore, RF has great potential
to be used for developing robust QSAR models and identifying
significant features to explain their predictive results.

Meanwhile, MACCS and Morgan fingerprints were the most
represented, with 11 models each, followed by RDKit
fingerprints with six, pattern fingerprints with five, and layered
fingerprints with two (Figure 2B). Consistent with our results,
previous studies have shown that MACCS and Morgan
fingerprints are superior for model training when compared
with other molecular fingerprints for the ToxCast/Tox21 data.
Ciallella et al. reported that the MACCS-RF model performed
the best among other combination models such as
combinations of FCFP6 and ECFP6 fingerprints with kNN
and Bernoulli NB.51 Balabin and Judson52 trained kNN models
using Morgan, Indigo, Daylight, and MACCS fingerprints for
hER agonist, antagonist, and binding activity data sets. Morgan
fingerprints performed the best among fingerprints for the
agonist and binding activity data. Banerjee et al. also reported
that MACCS and ECFP4, circular topological fingerprints such
as Morgan, performed better and more consistently than
ToxPrint and Estate fingerprints in a toxicity database.53

Notably, MACCS is a pattern-based fingerprint that can
capture specific structural features or patterns in chemical
compounds, providing explainable insights into the chemical
structure related to toxicity.54 The MACCS fingerprint
contains 166 public keys that represent the most common
substructures, allowing them to detect potential structural
alerts via the calculation of their frequencies in a data set.55 For

example, Yang et al. (2017) used MACCS for developing
QSAR models and explained the relationship between the
substructure of chemicals and model accuracy.4 This approach
is also useful to define potential toxicophores which can give
insight into designing greener chemicals.56 Therefore, we
suggest that the RF−MACCS combinations in machine
learning models can be used to develop explainable toxicity
prediction models considering both predictivity and explain-
ability.

Consequently, four models were selected, considering both
predictability and interpretability (Table 3). These models
target G protein-coupled receptors (GPCRs) and kinases.
GPCRs play a pivotal role in integrating extracellular signals
into downstream responses, such as intracellular signaling and
cell cycle regulation.57 Kinases are enzymes that regulate the
activity, reactivity, and binding ability of proteins through
phosphorylation.58 Both GPCRs and kinase are of great value
for toxicological studies as they are two distinct signaling
mechanisms involved in major physiological processes,
consequently affecting a significant number of diseases.59,60

Therefore, the selected models can identify potential toxicants
involved in toxicity mechanisms and discern specific structural
features or patterns in compounds, providing explainable
insights into toxicity-related chemical structures. A follow-up
case study to utilize these selected models is in progress.

This study presents a case study using the ToxCast/Tox21
assay data to address two key questions: (1) is there a trade-off
between predictivity and interpretability of machine learning

Figure 2. Number of models with acceptable performance based on (A) complexity of algorithms and (B) molecular fingerprint generation
methods.

Table 3. Detailed Information on the Top-Ranked Models Which can be Utilized to Develop Explainable Toxicity Prediction
Models

assay name target family target sub type target symbol no. of data molecular fingerprint algorithm F1 ACC

NVS_GPCR_hOpiate_mu GPCR receptor OPRM1 255 MACCS RF 0.511 0.803
NVS_ENZ_hAurA kinase enzyme AURKA 95 MACCS RF 0.750 0.977
NVS_ENZ_hMAPKAPK2 kinase enzyme MAPKAPK2 102 MACCS RF 0.500 0.938
NVS_ENZ_hTie2 kinase receptor TEK 136 MACCS RF 0.500 0.967

ACS Omega http://pubs.acs.org/journal/acsodf Article

https://doi.org/10.1021/acsomega.4c04474
ACS Omega 2024, 9, 37934−37941

37938

https://pubs.acs.org/doi/10.1021/acsomega.4c04474?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.4c04474?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.4c04474?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.4c04474?fig=fig2&ref=pdf
http://pubs.acs.org/journal/acsodf?ref=pdf
https://doi.org/10.1021/acsomega.4c04474?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


models? and (2) what combination of molecular fingerprints
and algorithms is optimal for developing explainable toxicity
prediction models? The primary conclusion of our work is that
for the 737 ToxCast/Tox21 bioassay data set, MACCS and RF
can be considered optimal combinations considering both
predictivity and explainability. Furthermore, we found that the
trade-off between predictivity and interpretability is not always
present, and an optimal model that simultaneously achieves
predictivity and interpretability may exist, depending on the
data. Wu et al. (2021) followed a similar approach to
investigate the trade-off between predictivity and interpret-
ability for machine-learning-powered predictive toxicology
using the Tox21 data set.61 While our approach shares
similarities with theirs, their main focus has been on identifying
machine learning algorithms, whereas our approach aims to
consider both algorithms and molecular fingerprints, encom-
passing both intrinsic and post hoc methods. We acknowledge
that optimal combinations may vary depending on the data set
characteristics and thus suggest considering a comprehensive
range of possible combinations when developing models.

However, several limitations exist regarding the current
work. Here, we only considered chemical feature-based
models, while recently, many toxicity prediction models have
been trained using biological descriptors such as gene
expression, toxicokinetics, and clinical data as model
features.62,63 Utilizing biological features instead of chemical-
backed features may revolutionize predictive toxicology, as
they can be more relevant to the toxicity end points. Therefore,
a more comprehensive investigation and comparison between
chemical- and biological-feature-based models are also
necessary. Moreover, the current work selected the optimal
model with higher interpretability through a simple compar-
ison. Future directions may involve evaluating metrics to
measure interpretability qualitatively or quantitatively on
demand. This would help investigate the extent to which
interpretability could be enhanced by using different
approaches and whether they yield similar interpretations.

Beyond the challenges of explainability of the AI model
itself, the goal of developing an explainable model is to
mechanistically explain the predictive results. In this regard, the
ToxCast/Tox21 data offers the feasibility to predict in vivo
toxic effects, aligning with one of the primary objectives of the
ToxCast/Tox21 program.64 For instance, Liu et al. combined
in vitro assay data from the ToxCast/Tox21 data with
hundreds of in vivo data from ToxRefDB and developed a
model with a high accuracy rate for hypertrophic, injured, and
proliferative lesions.65 Martin et al. (2011) utilized both in vivo
data from ToxRefDB and unique chemicals alongside
ToxCast/Tox21 assays from the ToxCast database to create
a model with high accuracy.66 Likewise, ToxCast/Tox21 data
are valuable for predicting in vivo toxicity as most ToxCast/
Tox21 bioassays target specific biological mechanisms to
identify the toxicity mechanisms of chemicals. Therefore, it is
essential to establish connections between the ToxCast/Tox21
bioassays and apical end points to facilitate the development of
XAI models.

■ CONCLUSIONS
This study presents a case study to identify the optimal
combination of molecular fingerprints (pattern-based versus
algorithm-based) and machine learning algorithms (simple
versus complex) for developing explainable toxicity prediction
models. Through an in-depth investigation of the ToxCast/

Tox21 bioassay data set, 35 models were prioritized based on
their predictive power. Based on these results, the MACCS and
RF combination was suggested to be optimal for developing
explainable models. Therefore, when considering both
predictivity and interpretability in the context of chemical-
feature-based Tox21 data analysis, we recommend not
overlooking the use of simple models. They offer higher
interpretability while still potentially achieving similar perform-
ance compared to more complicated approaches.
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