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Abstract: We report time-dependent photoelectron spectra recorded with a single-photon ionization
setup and extensive simulations of the same spectra for the excited-state dynamics of 2-thiouracil
(2TU) in the gas phase. We find that single-photon ionization produces very similar results as
two-photon ionization, showing that the probe process does not have a strong influence on the
measured dynamics. The good agreement between the single-photon ionization experiments and the
simulations shows that the norms of Dyson orbitals allow for qualitatively describing the ionization
probabilities of 2TU. This reasonable performance of Dyson norms is attributed to the particular
electronic structure of 2TU, where all important neutral and ionic states involve similar orbital
transitions and thus the shape of the Dyson orbitals do not strongly depend on the initial neutral
and final ionic state. We argue that similar situations should also occur in other biologically relevant
thio-nucleobases, and that the time-resolved photoelectron spectra of these bases could therefore be
adequately modeled with the techniques employed here.
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1. Introduction

The photophysics of the five canonical nucleobases of DNA and RNA—adenine, cytosine, guanine,
thymine, and uracil—has attracted considerable attention in the last decades [1–6]. The reason is
that these nucleobases are the principal chromophores of DNA/RNA in the UV range of sunlight.
Absorption of UV photons can promote these molecules into electronically excited states, making them
very reactive such that they can in principle undergo photochemical reactions with the surroundings,
thereby damaging the DNA. One of the most exceptional properties of the five canonical bases
is, however, that they can relax back to the electronic ground state nonradiatively within a few
picoseconds, avoiding any photoreactions and thus protecting the DNA.

Besides the five canonical nucleobases, in nature, one can also find a large number of similar
heterocycles, which are called nucleobase analogues [7–9]. Due to their similar structure, in the
ground state, they exhibit a chemistry comparable to the canonical nucleobases. A consequence is that
some nucleobase analogues are even incorporated in DNA in place of the canonical ones [7], or are
present in different types of RNA [10,11], where they might have played an evolutionary important
role [11]. One of the most actively investigated class of nucleobase analogues are the thio-nucleobases
(thiobases), where an oxygen atom of a canonical base is replaced by sulfur. These compounds have
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some pharmaceutic [12–15] and photo-chemotherapeutic [16–18] applications because they exhibit
a very interesting photophysics involving ultrafast intersystem crossing (ISC) with near-unity quantum
yields [8,9,19].

One example of biologically relevant thiobases is 2-thiouracil (2TU). Its photophysics was
previously investigated in solution with µs/ns [20–22] and fs [23–25] transient absorption spectroscopy
and with fs transient vibrational spectroscopy [26]. In the gas phase, previous experiments
were performed with time-resolved photoelectron spectroscopy (TRPES) [27,28] with multi-photon
ionization by some of us, and recently were confirmed by Townsend and coworkers [29]. This large
set of experimental evidence has been complemented by several theoretical studies on the excitation
spectrum [30] and on the excited-state potential energy surfaces and relaxation pathways [31–34].
Furthermore, its excited-state dynamics has been simulated [35,36] with surface hopping techniques
and the multi-state complete active space second-order perturbation theory (MS-CASPT2) [35] and
algebraic diagrammatic construction (ADC(2)) electronic structure methods [36].

In this work, we present the first TRPES measurements of 2TU which employ single-photon
ionization to probe the excited-state populations of the molecule during its dynamics. Although this
technique can suffer from increased noise sources in the signal (photoelectrons from stray photons,
pulse coherences, probe-pump signals) compared to multi-photon ionization, it offers the advantage
of more intuitive interpretation and easier theoretical modeling. These experimental results are
complemented by the simulation of time-dependent photoionization spectra based on the nonadiabatic
trajectories presented in Ref. [35]. In order to describe the photoionization process, we apply
computationally efficient procedures previously reported by several groups [37–41]. We use
the computed time-resolved spectrum and its state-wise decomposition to investigate how the
experimentally observed time constants are related to the intrinsic dynamics of the electronic
populations, as obtained in the trajectory simulations. We show that, in 2TU, already simplistic
approaches for computing time-resolved photoelectron spectra work well, which is due to the favorable
properties of the excited and ionic states of this molecule, i.e., all neutral states correlate with the first
two ionic states.

2. Experimental Details

The TRPES experiments use a femtosecond laser system with UV conversion capabilities, magnetic
bottle photoelectron spectrometer, and a gaseous molecular beam source. More details about the
apparatus have been described previously [42–47], while here only a short description is given.
A Coherent Inc. (Santa Clara, CA, USA) amplified Ti:Sa laser system (Mira Optima 900F, Legend Elite)
was used to pump two optical parametric amplifiers (OPerA and TOPAS-C) to generate pump and
probe pulses. The OPerA was set to 293 nm (6 µJ energy per pulse) and served as a pump pulse to
excite 2TU into the first absorption band. A second set of experiments was carried out using excitation
at 260 nm, where the pump energy was 2 µJ per pulse. A deep-UV probe pulse facilitates one-photon
ionization and is generated from the UV output of the TOPAS-C mixed with the amplifier fundamental
in an external, custom-built sum-frequency generation setup. Specifically, the TOPAS-C is tuned to
257 nm (30 µJ) and its output is overlapped in space and time inside a β-barium borate (BBO) crystal
with pulses of about 500 µJ from the fundamental (800 nm). The probe pulse is passed through an
optical delay line for manual control of the relative timing and is mildly focused by a 2 m lens to
enhance conversion efficiency. This configuration yields 2.0 µJ pulses of 194 nm, which are attenuated
to 0.6 µJ to avoid contributions from multi-photon ionization in the TRPES scan.

The pump and time-delayed probe pulses are focused into the ionization region of the
spectrometer by individual 50 cm lenses and spatially overlapped. Care is taken to minimize any stray
light from the deep-UV probe which accounts for most of the unwanted background photoelectron
signals. Measures include the use of a light baffle on the exit window of the chamber and avoiding
scattering centers (e.g., burn spots, dust or impurities) on the entrance window. The 2TU powder is
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heated up to 205 ◦C in a quartz sample holder inside the nozzle and a continuous molecular beam
based on a He backing gas carries the evaporated sample into the ionization region of the spectrometer.

The time of zero pump-probe delay and the instrument response function were defined by TRPES
measurements of a calibration gas consisting of a 50:50 mixture of 1,3-butadiene and He. At the pump
and probe wavelengths employed in this study, Gaussian cross-correlation functions with a full width
at half maximum (FWHM) of about 275 fs were measured, suggesting FWHMs of about 195 fs for each
of the pump and probe pulses.

The magnetic bottle operates on the principle of a time-of-flight measurement. The same
1,3-butadiene/He gas mixture serves for energy calibrations, where known peaks in the photoelectron
spectrum of butadiene are used to determine the instrument-specific calibration curve that relates
measured photoelectron flight times to their kinetic energies [48]. Different positive and negative
voltages are applied to the acceleration region to shift the butadiene peaks across the relevant
time-of-flight range in order to increase the accuracy of the calibration.

Two-dimensional TRPES scans of 2TU are recorded over pump-probe delays from approximately
−1 to 4 ps with a step size of 25 fs, which covers the range most relevant to the theoretical simulations
where spectral changes in the photoelectron spectrum occur. The 2D-TRPES data is deconvoluted into
its decay dynamics and associated spectra (DAS) using a global analysis program [42,43]. The fitting
procedure was limited to optimizing and extracting the short time dynamics, while the long-lived
time constant was fixed to previously reported values (i.e., an exponential decay constant of 203 ps for
293 nm excitation [27,28], or 86 ps for 260 nm excitation [28]).

3. Computational Details

For the simulations of the TRPE spectrum of 2TU, 44 trajectories were taken from Ref. [35],
computed with the surface hopping including arbitrary couplings (SHARC) method and the multi-state
complete active space second-order perturbation theory (MS-CASPT2) electronic structure level of
theory, as detailed below.

3.1. Excited-State Dynamics Simulations

The electronic structure calculations for the dynamics simulations were performed with
MS-CASPT2 [49,50] with an active space of 12 electrons in nine orbitals (8 π and π* orbitals from
8 non-hydrogen atoms, plus the lone pair of sulfur). This choice of active space has been shown
before [27,33] to give very similar results as a much larger CAS(16,12) computation, and hence
is regarded as an adequate choice for the present simulations. The orbitals were obtained with
CASSCF(12,9), with state-averaging including either four singlet or three triplet states. We used the
Dunning cc-pVDZ basis set [51,52]. Scalar relativistic effects were described with the second-order
Douglas–Kroll–Hess (DKH) Hamiltonian [53], while spin-orbit couplings (SOC) were computed
with the RASSI [54] and AMFI [55] formalisms. In the CASPT2 step, the IPEA shift (ionization
potential-electron affinity shift) [56] was set to zero [33,57]. Intruder states were avoided with an
imaginary shift of 0.1 Hartree [58].

Initial conditions (nuclear geometries and velocities) were sampled from the Wigner distribution
of the lowest vibrational state of the ground state [59,60], based on a normal mode analysis at the
MP2/cc-pVDZ level of theory. At each of the sampled geometries, a single-point calculation at
MS-CASPT2(12,9) level of theory delivered excitation energies and oscillator strengths. From this data,
the initial electronic states were selected [61] in the excitation energy window between 3.9–4.2 eV,
hence all starting in the S2 (πSπ*) state.

The trajectory simulations were performed with the SHARC method [62,63], including three
singlets and three triplets (treating triplet components separately) in the dynamics. The nuclei
were propagated with the velocity-Verlet algorithm with a time step of 0.5 fs, while the electronic
wave function was propagated using the local diabatization formalism [64,65]. We employed
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an energy-based decoherence correction scheme [66] (with parameter of 0.1 Hartree [66]). These
simulations produced 44 trajectories, with simulation time up to 1000 fs, that were reported in Ref. [35].

3.2. TRPES Simulations

In order to simulate the TRPE spectrum, the energies of each trajectory were recomputed at
each 10th time step (every 5 fs), where additionally five ionic doublet states were calculated with
MS-CASPT2(11,9)/cc-pVDZ. Based on the CI (configuration interaction) vectors of the perturbatively
modified CASSCF states [50], Dyson norms were computed for all singlet-doublet and triplet-doublet
state pairs (30 pairs in total). Dyson norms were computed with the WFOVERLAP program [67], which
calculates exact wave function overlaps and Dyson orbitals in non-orthogonal molecular orbital bases.
The Dyson orbitals are defined as:

|φD
IF〉 =

√
N〈Ψ(N−1)

F |Ψ(N)
I 〉(N−1), (1)

where I is the initial neutral state and F is the ionic final state; integration in the braket is carried out
over the coordinates of N − 1 electrons. The norm of these orbitals, which we abbreviate as |DIF|, is
always between 0 and 1, and is a measure for the compatibility of the neutral and ionic states regarding
a single-electron removal—a high Dyson norm is an indicator for a large photoionization probability
and vice versa. As the initial state I in the SHARC simulations is actually a linear combination of several
singlets and triplets—which is a basic paradigm in SHARC—the computed Dyson norms between
singlets, doublets, and triplets were appropriately combined to yield the Dyson norms from the initial
state (the active state) to all of the doublet states.

As a result of these computations, for each of the trajectories j and for each time step ti,
the following data was obtained: (i) ionization energies ∆Ej

IF(ti) between the currently occupied
neutral state I and each of the different ionic states F (note that these values are shifted by the
excitation energy Eexc(t0) to yield total binding energies; see below); and (ii) Dyson norms between
these states |Dj

IF(ti)|. Using this data, we computed the photoelectron spectrum S(t, Eb), where t is
the time delay between excitation and ionization and Eb is the total binding energy [27,28], which we
define as:

Eb(t) = Eion(t)− Eneutral(t)︸ ︷︷ ︸
∆EIF(t)

+ Ebright(t0)− ES0(t0)︸ ︷︷ ︸
Eexc(t0)

. (2)

Here, Eneutral(t) and Eion(t) are the energies of the occupied neutral and target ionic states,
respectively, and Ebright(t0)− ES0(t0) is the initial excitation energy. Functionally, this is equivalent to
the following definition of the binding energy in the experimental spectra:

Eb(t) = Epump + Eprobe − Ekin(t), (3)

where Ekin(t) is the kinetic energy of the detected photoelectrons.
In order to compute the time-dependent photoelectron spectrum, we employ an intuitive

convolution approach, which has been reported in the literature several times before [37–41]. For each
trajectory j and each time step ti, the contribution to the photoelectron spectrum Sj(ti, Eb), depending
on the binding energy Eb, is computed as:

Sj(ti, Eb) =
ionic

∑
F

σ
j
IF(ti, Eb; Eprobe)Ω(Eb, ∆Ej

IF(ti); ε), (4)

where the sum runs over all ionic final states F, and I is the initial state (the active state in the diagonal
representation for trajectory j at time step ti). The cross-sectional term σ

j
IF(ti, Eb; Eprobe) describes the

intensity of the transition between I and F, depending additionally on the energy of the probe laser
Eprobe. Due to the finite (and point-like) trajectory ensemble, we also require a line shape function
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Ω(Eb, ∆Ej
IF(ti); ε), which is located at the energy of the I → F transition, ∆Ej

IF(ti), and whose width is
governed by the parameter ε [41]. The latter should be chosen smaller than the width of the spectral
bands but broad enough to smooth any arbitrary fine structure solely arising from the finite ensemble
of trajectories.

In order to evaluate these contributions, we make two basic assumptions. The first is concerned
with the photoionization cross section, which for any trajectory and time step can be written as [41,68]:

σIF(Eb; Eprobe) =
4π2

c
kEprobe|〈φD

IF|~µ · ~u|Ψ
eject,k
F 〉|2, (5)

where k =
√

2(Eprobe − Eb) is the momentum of the ejected electron, ~µ · ~u is the scalar product of

dipole operator and unit vector in polarization direction of the laser, and Ψeject,k
F is the wave function

of the ejected electron (which depends on k). This expression can be obtained within the dipole
approximation and the strong orthogonality approximation [68]. The dipole approximation is justified
here because the wave length of light of less than 10 eV (larger than 120 nm) is much longer than the
spatial extent of the molecule (about 1 nm). Here, our first assumption is that the cross section can be
simplified to:

σIF(Eb; Eprobe) ≈ C|〈φD
IF|φD

IF〉|2, (6)

where C is some arbitrary constant and the squared term is the Dyson norm mentioned above. With this
assumption, we ignore the influence of the wave function of the ejected electron. This approximation
is regularly done in the simulation of TRPE spectra, as the computation according to Equation (5)
is very expensive; however, it has been shown previously that using Dyson norms as measures of
photoionization probability often works quite well [69], even in the case of small photoelectron kinetic
energies in simulating TRPE spectra [41]. Besides using Dyson norms, for comparison purposes, below
we will also show TRPE spectra simulated when setting all relevant Dyson norms between active state
and ionic states to 1, such that any dependence of the photoionization cross section on time, geometry,
or state characters is excluded. Then, the time-dependence of the simulated spectrum only relates to
the evolution of the energy gaps between active neutral state and ionic states.

The second assumption that we make is related to the line shape function, and, therefore, implicitly,
to the change of vibrational energy during the ionization step. Here, our line shape function is based
on the ideas of Fuji et al. [70] and Arbelo-González et al. [41] and is given by a rectangle function:

Ω(Eb; ∆Ej
IF(ti), Eprobe) =

{
1 for ∆Ej

IF(ti) ≤ Eb ≤ Eprobe,

0 otherwise.
(7)

Note that this function does not depend on a width parameter ε but on the probe laser
energy Eprobe.

Once the contributions to the photoelectron spectrum, Sj(ti, Eb) have been computed, the total
photoelectron spectrum can be obtained by summing the data over all trajectories j and performing
a temporal Gaussian convolution to acknowledge that the experimental pulses have finite
duration [37,38]. The total spectrum becomes:

S(t, Eb) =
traj

∑
j

steps

∑
i

exp

(
− (t− ti)

2

2τ2
laser

)
Sj(ti, Eb), (8)

where j runs over trajectories, i over time steps, and τlaser is the width of the instrument response
function. For the spectra shown below, we employed a temporal broadening of 190 fs (FWHM), in line
with the approximate width of the experimental probe pulse.
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4. Results and Discussion

4.1. Experimental Results

Figure 1 presents the TRPES data of 2TU recorded with 293 nm excitation and 194 nm one-photon
ionization and its decomposition into individual DAS using global analysis techniques. A similar
figure with the TRPES recorded with 260 nm excitation is shown in Figure S1 in the supporting
information. A detailed description of the TRPES fitting procedure and interpretation of photoelectron
spectra can be found in Refs. [27,28] and is only briefly described here.

Figure 1. 2D time-resolved photo-electron spectrum of 2-thiouracil recorded with 293 nm excitation
and 194 nm one-photon ionization (top row, first column). Individual contributions to the 2D spectrum
from global analysis techniques are plotted in the bottom row. Summation of these contributions yields
the total fit (top row, second column) and when subtracted from the signal results in the residuals (top
row, third column). All 2D spectra are plotted as color maps with the pump-probe delay, t (ps), along
the y-axis and the electron binding energy, Eb (eV), along the x-axis; signal intensities are represented
according to the color bar on the bottom. The time traces (top row, fourth column) correspond to the
signal, fit, and individual contributions integrated over all electron binding energies. Background
subtraction errors in the probe-pump region amount to 3% of the maximum signal.

The 2D TRPES shows an initial, intense and broad signal around time zero (t = 0 ps region),
which shifts towards higher electron binding energies within the first 1 ps and then stays constant
without further spectral changes beyond the maximum pump-probe delay of 4 ps. According to
Ref. [28], this long-lived signal decays with a time constant of 203 ps after excitation with 293 nm.
Global analysis of the 2D TRPE spectrum requires three time constants to describe the sequential
decay dynamics at positive pump-probe delays and an additional fourth time constant that accounts
for probe-pump signals. The latter is due to strong absorption of 2TU at 194 nm, which results in
unwanted signals from 194 nm excitation followed by 293 nm ionization that also contribute to the
TRPE spectrum. Time constants for the fast dynamics of −80 fs (τ4), 83 fs (τ1) and 750 fs (τ2) were
extracted from the fit, while the 203 ps (τ3) time constant [28] was kept fixed. The global analysis
furthermore decomposes the TRPE spectrum into the different fitting components, which are plotted
as color maps in the bottom row of Figure 1 (for the time-integrated DAS, see Section 4.3.3). The total
fit (top row, second column) corresponds to the summation of all four contributions. Only random
residuals (top row, third column) remain when the total fit is subtracted from the signal indicating that
the decay model provides an adequate description.
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The DAS serve for further analysis of the excited state relaxation pathway, which has been
described in detail in Ref. [27] and is based on ionization correlations between the neutral excited and
ionic states. According to ab initio calculations in Ref. [27], all neutral excited states—i.e., S2 (πSπ*), S1

(nSπ*), and the triplet states—preferentially ionize into either of the two lowest states of the cation
(containing the nS hole or πS hole). Primarily, two factors contribute to the observed shifts of the
DAS. First, there is a variation of the ionization potentials along the relaxation path, i.e., the ionization
energies calculated at geometries of the different excited states minima. Second, the intramolecular
vibrational energy increases during electronic relaxation to lower-lying states and the vibrational
excitation is transferred to the cation upon photoionization. Accordingly [27], the photoelectron bands
are expected to appear around 9.7 eV for ionization from the S2 minimum, around 10.7 eV for the
S1 minimum, and around 10.1–10.9 eV for the two T1 minima. Upon visual inspection of the DAS,
the ultrafast contribution (τ1) can be assigned to ionization from the S2 state and the intermediate
contribution (τ2) to the S1 state, which is also reinforced by the 1 eV shift of the photoelectron spectrum
towards higher electron binding energies. Given the almost identical ionization energies of the lowest
singlet and triplet states, no further spectral shifts are expected and the long-lived contribution (τ3) is
therefore attributed to ionization from the triplet manifold. The lack of similar ab initio calculations
for ionization from higher-lying neutral electronic states, prevents assignment of the probe-pump
contribution (τ4), which, in any case, is of no significance to the present study.

4.2. Comparison of One- and Two-Photon TRPES Data

In order to demonstrate the differences between the one- and two-photon TRPES data,
in Figure 2, we plot the total (integrated) photoelectron yields as functions of the pump-probe delay.
The one-photon data is shown in red and the two-photon ionization in blue. Note that the time traces
are scaled such that the yields at long delays coincide.

−1 0 1 2 3 4
0

t (ps)

P
h
ot
o
el
ec
tr
on

Y
ie
ld

194 nm (to 10.6 eV)

2×330 nm (to 10.6 eV)

2×330 nm (to 11.7 eV)

Figure 2. Time traces showing the total photoelectron yield as a function of pump-probe delay, t (ps).
The TRPE spectra recorded at 293 nm + 194 nm (red) and 292 nm + 2 × 330 nm (light blue) were
integrated over all electron binding energies Eb ≤ 10.6 eV. The TRPE spectrum at 292 nm + 2 × 330 nm
was also integrated for Eb ≤ 11.7 eV (plotted in dark blue), i.e., over the entire range observable with
the available (1 + 2’) total photon energy. All time traces are scaled so that their photoelectron yields
match at long pump-probe delays in the 3–4 ps range. The grey box indicates the region where one-
and two-photon experiments differ significantly.

For the two-photon ionization, we show two different curves, which were obtained by integrating
to two different electron binding energy cutoffs. This is because, in TRPE spectroscopy, the excited-state
dynamics are observed by projection onto the cationic states and, hence, the probe process is dependent
on changes of the ionization potentials along the relaxation path. It is therefore conceivable that the
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observed decay dynamics and extracted time constants are affected by the total photon energy. The dark
blue curve in Figure 1 corresponds to the photoelectron yield integrated from 7.8 to 11.7 eV, whereas
the integration range of the light blue curve was truncated to 10.6 eV, comparable to the total photon
energy available in the one-photon ionization data. The two time traces from two-photon ionization
show notably different amplitudes of the initial peak around zero pump-probe delay. The difference
arises because much signal intensity associated with the intermediate and long-lived contributions is
located in the high-binding-energy range between 10.6 eV and 11.7 eV; hence, the spectrum integrated
to 11.7 eV has a relatively weaker peak intensity at zero delay. Apart from this initial peak, the two
plotted time traces from two-photon ionization closely resemble each other, which indicates that the
signal for energies up to 10.6 eV provides all relevant information on the decay dynamics.

The one-photon ionization TRPE spectrum was also integrated to an electron binding energy
cutoff of 10.6 eV and is displayed in Figure 2 as the red curve. In comparison to the two-photon data
(light blue curve), the most obvious difference is the significantly stronger signal intensity around
zero pump-probe delay. This is due to strong absorption of 2TU at 194 nm and contributions to the
photoelectron signal associated with probe-pump processes, i.e., excitation with 194 nm and ionization
with 293 nm, which extend towards negative delays.

A more subtle, but arguably more interesting, difference between the two time traces is observed
in the 500–1000 fs region where photoelectron signal intensities are slightly lower for one-photon
ionization. This particular region corresponds to the decaying signal of the S1 (nSπ∗) state and the
rising signal of the triplet states. As was shown previously [27], photoionization from the S1 and T1

minima requires high photon energies of about 10.7–10.9 eV at the optimized geometries. Nevertheless,
the comparison between the 10.6 eV and 11.7 eV two-photon yields in Figure 2 demonstrates that it is
not the total photon energy that is responsible for the difference between the one- and two-photon data.
It is more likely that this difference is due to different selection rules for one- and two-photon ionization.
According to our previous results [27,71] from the S1 (nSπ∗) minimum ionization is preferentially into
the D1 state (nS hole). Oppositely, ionization from S1 to the D0 (πS hole) is weaker, although it is not
forbidden due to the non-planarity of the S1 minimum geometry. Now, in the case of two-photon
ionization, it is conceivable that these selection rules are weakened, so that both S1 → D0 and S1 → D1

become more intense. The alternative, analogous explanation is that the triplet states exhibit less
intensity with two-photon ionization than with one-photon ionization.

4.3. Simulated TRPE Spectra

4.3.1. Overall Spectrum

We begin the presentation of the simulated TRPE spectra of 2TU with Figure 3. It shows in panel (a)
the electronic populations, as obtained from the 44 considered SHARC trajectories of Ref. [35]. In panels
(b) and (c), we present the simulated TRPE spectra, using the rectangular line shape function and Dyson
norms as intensity measure. Panel (b) shows the raw spectrum without temporal broadening, as it was
directly produced from the trajectory data. Panel (c) shows the temporally broadened spectrum, using
an FWHM of 190 fs. The spectra are plotted according to the binding energy Eb, which is computed
as Epump + ∆Ej

IF(ti). The maximum plotted binding energy corresponds to the combined energy of
pump and probe lasers (4.2 and 6.4 eV, respectively) in the experiments.

Around time zero, the simulated TRPE spectrum in panel (b) shows a relatively strong signal
which extends slightly below 9 eV, fitting well with the computed [27] ionization potential of 2TU
with MS-CASPT2 (8.9 eV at the Franck–Condon point). This signal is due to ionization from the
initially excited S2 to the states D0 to D3, with the largest contributions from D0 and D1. Note
that the simulated spectra include neither the cross-correlation peak—as this would necessitate the
simulation of explicit laser-molecule interactions—nor the probe-pump signals. The latter would
require trajectories launched after excitation with 6.4 eV, populating high-energy states which would
not be described well with our MS-CASPT2 settings.
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Figure 3. Electronic populations from the SHARC simulations (a) and simulated TRPE spectra without
(b) and with (c) temporal broadening (full width at half maximum of 190 fs) added. Eb is the binding
energy, whose upper limit (10.6 eV) is equal to the sum of pump and probe energies (4.2 eV and 6.4 eV).
The rectangular line shape function and intensities proportional to Dyson norms were used.

Within a few fs, the photoelectron band shifts above 9 eV, as the system is moving away from
the Franck–Condon region. Subsequently, over the course of the first 100 fs, the signal loses much
of its intensity. As already described in Ref. [27], the reason for this signal decay is primarily that
the photoelectron band is pushed to higher binding energies due to the nuclear motion, such that
most of the band becomes undetectable with the available laser energies. The shift of the band can
be explained by two simultaneously occurring effects that affect the binding energy, which can be
written as the sum of adiabatic ionization energy and vibrational energy gain [27] (see Equation (2) for
a description of the individual terms):

Eb(t) = Eion(t)− ES0(t0)︸ ︷︷ ︸
adiabat. IP

+ Ebright(t0)− Eneutral(t)︸ ︷︷ ︸
Evib. gain

. (9)

By moving out of the Franck–Condon region and relaxing from S2 to S1, the system is converting
excitation energy into nuclear vibrational energy that is not available for the ionization process. At the
same time, the nuclear rearrangement in the S2 and S1 states leads to a destabilization of the ionic states.

The spectrum becomes stationary within 200 fs and stays approximately constant over the
remaining simulation time, even though in this time the ISC process from S1 to the triplet manifold
(mostly T1 and T2) occurs. This can be understood from the fact that the S1 and T1 minima exhibit
similar ionization potentials [27] and were predicted to have similar ionization spectra. This shows
that, for 2TU, it is not trivial to distinguish the S1 from the triplet states.

4.3.2. State-Wise Decomposition

In Figure 4, we decompose the simulated spectrum according to the different active neutral states
(S2, S1, T1−3). The spectra in both rows were obtained with the rectangular line shape function and
temporal convolution (FWHM of 190 fs).

We will first discuss the contributions of the individual states based on the top row of panels,
which was obtained by considering Dyson norms as intensity measure. The results shown in the figure
agree with the expectations from the populations in the dynamics simulation. The initially populated
S2 produces a signal only in the first 200 fs, whereas the S1—which is populated quickly from S2

and more slowly depopulated by ISC—produces an intermediate signal. The triplet states contribute
strongly for longer simulation times. These results agree favorably with the decomposition of the
experimental TRPES in Figure 1.
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Figure 4. Simulated TRPE spectra of 2TU for the individual neutral states with temporal convolution
(FWHM 190 fs). Each column of panels shows the spectral contribution of one initial (neutral) state
(S2, S1, T1−3), with the total sum given in the first column. The top row was computed with Dyson
norms and rectangle line shape functions, the bottom row by setting all relevant Dyson norms to
unity. As above, 4.2 eV pump energy and 6.4 eV probe energy were assumed in the computation of the
binding energy. The color palette is the same as in Figure 3.

The figure also shows the spectra as obtained when setting all relevant Dyson norms equal to unity
(labeled “Unity norms”) in the bottom row. Interestingly, the two sets of spectra (Dyson norms versus
unity norms) agree very well with each other in this system. This observation is interesting because it
means that the temporal and geometry dependence of the Dyson norms does not significantly affect the
TRPE spectrum. A reason for this finding might be found in the correlation of the primarily involved
neutral states (S2, S1, T1) with the low-lying ionic states. In 2TU, S2 is of 1πSπ* character, S1 of 1nSπ*
character, and the lowest two triplets are of 3nSπ* and 3πSπ* state. The two low-lying ionic states
(D0 and D1) can be described as states with holes in either the nS or πS orbital. Hence, all involved
neutral states correlate with either D0 or D1, and the sum of X → D0 and X → D1 photoionization
probabilities is approximately constant independent of the neutral state X. This is true even if the
molecular geometry becomes strongly nonplanar and the nS and πS orbitals mix. In this situation, it is
apparently a good approximation to replace the Dyson norms by unit intensities.

4.3.3. Time-Averaged Spectra

Figure 5 presents a comparison of the time-averaged simulated spectra of each neutral state with
the DAS from the experiments and with the predicted spectra from Ref. [71]. For the simulated spectra,
the lowest-energy spectrum is produced by the short-lived S2 state, which is only populated directly
after excitation, before vibrational relaxation sets in. The unshifted (thin, dashed lines) simulated
spectra of S2 have an onset of about 8.4 eV, slightly lower than the vertical ionization potential of
8.9 eV of 2TU at the Franck–Condon point [27] and slightly lower than the experimental onset of the
spectrum at about 9 eV (panel (c)). This indicates that the method predicts energies for the vibrationally
broadened ionization spectrum that are slightly too low. In order to compensate this shift, in the figure,
the simulated spectra are shifted by +0.65 eV to higher binding energies.

The spectra of the S1 and T1−3 states are located at about 0.5–1.0 eV higher binding energies
compared to the S2 one. S1 and T1−3 produce partially overlapping spectra, where the triplet spectra
are situated at only slightly higher energies than the S1 spectra. This observation is consistent with the
finding that the experimental DAS of τ2 and τ3 are nearly identical, except for a minor difference in
intensity. We want to emphasize here that, even though these two DAS are nearly identical, from the
experimental data, it is possible to distinguish two time constants due to the biexponential decay of
the signal.
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(a) Dyson norms

+0.65 eV

S2 S1 T1

(b) Unity norms

+0.65 eV

(d) Ruckenbauer et al.
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Eb (eV)

S1 T pyr
1 T boat

1

(c) experimental

τ1 τ2
τ3 τ4

Figure 5. In (a,b), we show the simulated photoelectron spectra of each electronic state, computed by
integrating over the whole simulation time, for Dyson norms and unity norms, respectively. For better
comparison, each spectrum is normalized by the time-averaged population of each state and shifted by
+0.65 eV to higher binding energies (the unshifted spectra are shown as thin, dashed lines). In (c), we
show the experimental decay-associated spectra (DAS) for the four fitted time constants τ1 to τ4. The
coloring of the four DAS was done in line with the assignment of τ1 to S2 → S1, τ2 to S1 → T, and τ3

to T → S0. In panel (d), we also show the predicted ionization spectra of the vibrationally cold S1 and
T1 minima from Ref. [71].

The spectra of S1 and T1−3 also qualitatively agree with the spectra simulated in Ref. [71].
However, unlike in the present results, Ref. [71] actually predicts lower energies for the triplet spectrum
than for the S1 spectrum. One of the main reasons for this disagreement might be that the spectra
of Ref. [71] were computed assuming a cold vibrational distribution around the S1 and T1 minima.
However, in the dynamics simulations, it appears that the S1 is relatively hot and not yet equilibrated
around the S1 minimum, which leads to higher potential energies in the neutral states and thus lower
binding energies. Another reason is that, in Ref. [71], only the T1 was considered, whereas, in the
dynamics simulations, some residual population of T2 and T3 contributes to the triplet spectrum.

4.3.4. Energy-Integrated Yields

In order to compute time constants from the simulated TRPE spectra in Figure 3, we performed
an integration over the energy axis. To this end, we used the data in Figure 3b because that approach is
simpler and numerically more stable than fitting the broadened spectrum in Figure 3c with broadened
fit functions. The integration range of the binding energy Eb for the data was from 0 to 9.95 eV, which
is the maximum binding energy in Figure 3b minus the shift of 0.65 eV determined above.

Figure 6 presents the obtained photoelectron yield over time, for both Dyson norms and unity
norms. In both cases, the intensity drops by about 50% in the first 10 fs (not shown due to scale) as
the system leaves the FC region. Then, the signal decays more slowly, with a time constant of about
100 fs. Consequently, the signals become approximately constant (except for noise) in the second half
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of the simulation time. Thus, from the total yields, it would be very difficult to extract the second
time constant.

In
te
n
si
ty

(a
rb
.u
.)

(a) Dyson norms

τ = 93 fs

(b) Unity norms

τ = 106 fs

0.0 0.2 0.4 0.6 0.8 1.0

Time (ps)

Figure 6. Integration of the simulated TRPES in Figure 3b for binding energies below 9.95 eV
(i.e., 10.6 eV minus the estimated shift of 0.65 eV). Black dots show the integrated, temporally not
broadened data, based on either Dyson norms or unity norms. The red curves are mono-exponential fits
of the data, where the data in the first 20 fs (containing the large intensity spike at the Franck–Condon
point) were excluded from the fit.

In order to still obtain two time constants that can be compared to experiment, we performed
a decomposition of the yields into the contributions of the individual states. The results are shown in
Figure 7, in a similar style as the fits of the experimental time traces in Figure 1 top right panel. The fit
of the simulated TRPES yields is based on a sequential kinetic model S2 → S1 → T1−3 and includes
intensity prefactors for each of the states. However, we note that in the fit we kept the intensities of S1

and T1−3 identical.
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Figure 7. Integrated TRPES yields decomposed by state (S2, S1, T1−3). The labels within the plots give
the obtained time constant from fits with a three-component sequential kinetic model. Note that, in the
fit, we assumed identical intensities for S1 and T, based on the experimental intensities and the fact
that the total yields are almost constant.

From the fits, we obtain two time constants, τS2→S1 and τS1→T . For both Dyson norms and unity
norms, the first time constant is about 45 fs. This constant is consistent with the time constant of 60 fs
obtained from the fit of the electronic population of the S2 state [35], considering the fact that the
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energy differences between neutral and ionic states affect the time constants in Figure 7 but not the
time constant from the electronic populations. Accordingly, this time constant can be attributed to
internal conversion from S2 to S1.

The second time constant weakly depends on the use of Dyson or unity norms, and is around
500 fs. This time constant is slightly slower than could be expected from the electronic populations,
which exhibit an overall ISC time constant of about 400 fs [35].

Interestingly, the fit of the state-wise decomposition of the TRPES yield gives significantly different
results than the fit of the total yield, as seen in Figure 6. This can be explained by the similar intensities
of the S1 and T1−3 states in our simulations, which lead to an approximately constant total yield for
longer times.

4.4. Discussion

The relevant time constants for the final discussion are collected in Table 1. The most important
of these data are the time constants τ1 and τ2, as these are the ones that can be compared between
experiment and simulation. For τ1, which is assigned to the S2 → S1 internal conversion process,
a general agreement is found for all experimental and theoretical values. The differences between the
values can be fully explained by the error sources of τ1, like the experimental time resolution, temporal
overlap with the probe-pump signal in the one-photon ionization experiments, and small errors in the
employed MS-CASPT2 potential energy surfaces.

Table 1. Time constants a for the excited-state dynamics of 2TU obtained with time-resolved
photoelectron spectroscopy (TRPES) and nonadiabatic SHARC (surface hopping including arbitrary
couplings) dynamics simulations.

Method Pump (nm) Probe (nm) τ1 (fs) τ2 (fs) τ3 (ps) τ4 (fs) Remark

—experimental—
Two-photon TRPES 293 2 × 330 <50 775 203 [27,28]
Two-photon TRPES 260 2 × 330 67 285 85.6 [28]
One-photon TRPES 293 194 83 750 203 −80 [present work]
One-photon TRPES 260 194 <50 246 85.6 −80 [present work]

—simulated—
SHARC populations 295–317 none ∼60 ∼400 [35]

Simulated TRPES 295–317 194 ∼45 ∼500 [present work]
a Error estimates for the experimental time constants: 20% errors each for τ1, τ2, and τ3 of the two-photon
experiments; 50% error for τ1 and 20% error for τ2 the one-photon experiments (τ3 was fixed to the
two-photon values).

For the second time constant, τ2, the agreement between experiment and theory is slightly less
satisfactory. The experimental value for excitation with 293 nm is 750–775 fs, as determined with two
independent experiments (single- and two-photon ionization). The simulated value is shorter, with
400 fs based on the electronic populations and about 500 fs based on the fit of the decomposed TRPES
in Figure 7. For this difference between experiment and theory, there can be several possible reasons.
On one side, obtaining the experimental time constant from single-photon ionization is nontrivial
due to the strong probe-pump signal and the noise due to stray electron background. While the
probe-pump signal makes it difficult to cleanly fit the τ1 time constant, the noise in the data—especially
in the range 200–1000 fs—partially covers the τ2 constant. In fact, it is possible to obtain a reasonable
fit of the single-photon data presented in Figure 2 (red curve) when fixing τ1 and τ2 to the theoretical
values. On the other side, the simulated time constants can be affected by inaccuracies in the electronic
structure, dynamics method, and description of ionization. This is true even though in our previous
publications [33,35] we extensively validated the electronic structure method against more accurate
methods (MS-CASPT2 with much larger active spaces and basis sets). While this validation made sure
that we obtain the qualitatively correct dynamics of 2TU, even very small variations on the order of
0.1 eV or less in the potential energy at critical points can have a quantitative effect on the decay times.
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For example, changing the excitation energy by 0.13 eV (from 4.25 to 4.38 eV) changes τ2 from 775 fs to
544 fs in the two-photon experiments [28]. Likewise, a small variation of the energy difference between
S1 minimum and S1/T2 crossing point—which is only 0.05–0.1 eV [33]—could also affect the ISC time
constant significantly.

Another point that is worth mentioning here is the theoretical treatment of the ionization
probabilities. Indeed, in the present work, we only employ two simple procedures to compute
this quantity, either assuming constant intensities for all energetically allowed channels from the active
neutral state to the doublet ionic states, or using Dyson norms to describe the ionization probability.
Nevertheless, we obtain reasonable agreement with experiment, in particular very good integrated
photoelectron spectra (Figure 5). This shows that Dyson norms can be used effectively to compute
photoelectron spectra in certain cases, as has been reported previously by several authors [37,39–41].
The reason for this good description by these techniques is that the neutral and ionic states in 2TU lead
to few important ionization channels, and those show very similar Dyson orbitals.

The Dyson orbitals for the most important neutral→ionic transitions for the ISC step—which
mostly involves the S1 and T1 states around their minima—are shown in Figure 8. Because we want
to emphasize the shape of the Dyson orbitals, in the figure, we plot the renormalized Dyson orbital by
choosing an appropriate isosurface value for each orbital. Most notably, for almost all shown ionization
channels the Dyson orbital has the same shape, being very similar to the π∗2 orbital that is mostly
localized on the carbon atom connected to the sulfur. The only exception is the T1 → D0 orbital for
the boat-like T1 minimum, being localized mostly on the C=C double bond. The reason for the very
similar Dyson orbitals lies in the electronic structure, where the most important occupied orbitals are
the sulfur πS and nS orbitals. The most important virtual orbital is the π∗2 , due to its stabilization at the
pyramidalized geometries of the S1 and T1 minima. Since all low-lying neutral and ionic states (S1, T1,
T2, D0, D1) involve primarily transitions between these orbitals, there are very few possibilities how
the Dyson orbitals can look like. The consequence of these very similar Dyson orbital shapes is that
the photoionization cross section in Equation (5) can indeed be simplified to Equation (6) because the
remaining factor C—which is 〈φ̄D

IF|~µ ·~u|Ψ
eject
F 〉, where the bar over φ̄D

IF denotes a normalized Dyson
orbital (e.g., like the ones shown in Figure 8)—is approximately the same for all ionization channels.

Based on this discussion, we can now make predictions for the TRPES of other thiobases.
In principle, the motif of two relevant occupied orbitals (πS and nS) and one or two
virtual orbitals can be found in all mono-thiobases, like 2-thiocytosine [19], 6-thioguanine [72],
4-thiothymine/4-thiouracil [73], 2-thiothymine [34], or 2TU. Hence, also for these thiobases, similar
correspondences between neutral and ionic states are expected. This will be especially true for
those thiobases that pyramidalize in the S1 state—6-thioguanine [72], 2-thiothymine [34], 2TU,
and 6-aza-2-thiothymine [74]—because the pyramidalization will stabilize only one of the virtual
orbitals and thus simplify the ionization correspondences. Consequently, we suggest that the ionization
yields of these thiobases along their relaxation pathways could also be simulated reasonably well
and cost efficient with surface hopping or potential energy scans in combination with Dyson norm
computations. This knowledge might be very useful for further studies of this biologically and
medicinally important class of compounds. However, because the discussed electronic structure motif
is directly connected to the thiocarbonyl group, we expect that this motif cannot be straightforwardly
assumed for other heterocycles like the canonical nucleobases without further investigations.
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Figure 8. Dyson orbitals computed at the S1 and T1 minima of 2TU for ionization from S1 or T1 to
D0 or D1. Note that, in order to show the renormalized Dyson orbitals, for each plot, we chose the
isosurface value as 0.07

√
|D|, where |D| is the relevant Dyson norm.

5. Conclusions

To the best of our knowledge, we report the first time-resolved photoelectron (TRPE) spectra
of gas phase 2-thiouracil using a single-photon excitation (293 nm) plus single-photon ionization
(194 nm) scheme. Concomitantly, we also report computational simulations of these TRPE spectra,
based on previously published [35] surface hopping trajectories at the MS-CASPT2 level of theory.
Here, the use of single-photon ionization facilitates a better comparability of experiment and theory, as
it is notoriously difficult to describe multi-photon ionization computationally.

The obtained experimental time constants are τ1 = 83 fs and τ2 = 750 fs (there is a third one of
τ3 = 203 ps [28] that is beyond the scanning range), plus a negative time constant (τ4 = −80 fs) that
is necessary to fit the probe-pump signal occurring through strong absorption of the probe laser by
the ground state. The constants τ1 and τ2 are in good agreement with previously published TRPES
experiments recorded with two-photon ionization [27,28], although with single-photon ionization the
signal of τ2 is notably weaker. The computed time constants are τ1 = 45 fs and τ2 = 500 fs, based on
a decomposition of the simulated photoelectron yield. Although the experimental and computed data
agree qualitatively with each other, the slightly faster computed time constants are likely due to small
inaccuracies in the employed potential energy surfaces.

The computed spectra show that for 2TU a simple description of ionization using Dyson norms
is sufficient to obtain qualitatively correct results. Decompositions of the simulated spectra into
contributions of S2, S1, and triplet states agree well with the fitted components from the experimental
side. In addition, the time-averaged spectra agree very well with the DAS, except for a constant shift
of about 0.65 eV. Our results show that the reason for the good performance of Dyson norm intensities
is that the particular electronic structure of the neutral and ionic states. We have argued that these
features of the neutral and ionic states are likely also present in other thio-nucleobases, which means
that it should be possible to reproduce the TRPE spectra of these molecules with Dyson norms, instead
of necessitating a more elaborate description of the ionization cross sections.
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