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Feature Subset Selection for Cancer 
Classification Using Weight Local 
Modularity
Guodong Zhao & Yan Wu

Microarray is recently becoming an important tool for profiling the global gene expression patterns 
of tissues. Gene selection is a popular technology for cancer classification that aims to identify a small 
number of informative genes from thousands of genes that may contribute to the occurrence of cancers 
to obtain a high predictive accuracy. This technique has been extensively studied in recent years. This 
study develops a novel feature selection (FS) method for gene subset selection by utilizing the Weight 
Local Modularity (WLM) in a complex network, called the WLMGS. In the proposed method, the 
discriminative power of gene subset is evaluated by using the weight local modularity of a weighted 
sample graph in the gene subset where the intra-class distance is small and the inter-class distance is 
large. A higher local modularity of the gene subset corresponds to a greater discriminative of the gene 
subset. With the use of forward search strategy, a more informative gene subset as a group can be 
selected for the classification process. Computational experiments show that the proposed algorithm 
can select a small subset of the predictive gene as a group while preserving classification accuracy.

Gene expression microarray dataset technology plays a crucial role in helping researchers analyze thousands of 
genes simultaneously to assess the pathological diagnosis and classification of cancer diseases1. The gene selection 
from gene expression data is challenging because of properties such as small sample size, large dimensions, and 
high noise. Clinical diagnoses require the selection of a small predictive subset of biologically relevant genes with 
a high classification accuracy for cancers.

In recent years, different strategies have been proposed for feature selection, such as filter2, wrapper3,4, embedded5,  
and more recently, ensemble techniques6. In filter approaches, gene selection is dependent not on the classi-
fication algorithm but on a criterion that assesses the relevance or importance of each gene for class label dis-
crimination on the basis of the generic characteristics of the data. Wrapper approaches are tightly coupled with 
specific learning algorithms to evaluate the generated subset of genes every time it is used and to achieve the best 
prediction performance for a special learning model7. However, wrapper approaches are more computationally 
intensive than filter approaches. Nonetheless, wrapper method is generally considered superior over other filters 
in terms of performance. Consequently, wrapper methods are often intractable for large -scale problems, particu-
larly for microarray analysis3. Embedded techniques, search for an optimal subset of features depending on the 
classifier construction, which can be seen as a search in the combined space of feature subsets and hypotheses. 
Similar to wrapper approaches, embedded approaches are specific to a given learning algorithm, but the computa-
tional time is smaller compared to the wrapper methods5. Ensemble techniques have been proposed to cope with 
the instability issues observed in many techniques for FS when small perturbations in the training set occur. These 
methods are based on different subsampling strategies. A particular FS method is run on a number of subsamples 
and the obtained features are merged into a more stable subset. To date, filter methods are widely investigated by 
numerous researchers because of its simplicity and efficiency.

Related Work
Owing to the importance of gene selection in the analysis of the microarray dataset and the diagnosis of cancer, 
various techniques for gene selection problems have been proposed.

Because of the high dimensionality of most microarray analyses, fast and efficient gene selection techniques 
such as univariate filter methods8–10 have gained more attention. Most filter methods consider the problem of FS 
to be a ranking problem. The solution is provided by selecting the top scoring features/genes while the rest are 
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discarded. Scoring functions represent the core of ranking methods and are used to assign a relevance index to 
each feature/gene. The scoring functions mainly include the Z-score11 and Welch t-test12 from the t-test family, 
the Bayesian t-test13 from the Bayesian scoring family, and the Info gain14 method from the theory-based scoring 
family. However, the filter-ranking methods ignore the correlations among gene subset, so the selected gene sub-
set may contain redundant information. Thus, multivariate filter techniques have been proposed by researchers 
to capture the correlations between genes. Some of these filter techniques are the correlation-based feature selec-
tion (CFS)15, the Markov blanket filter method16 and the mutual information (MI) based methods, e.g. mRMR17, 
MIFS18, MIFS_U19, and CMIM20.

In recent years, the metaheuristic technique, which is a type of wrapper technique, has gained extensive 
attention and has been proven to be one of the best -performing techniques used in solving gene selection  
problems21,22. Genetic algorithms (GAs) are generally used as the search engine for feature subsets combined with 
classification methods. Some examples of GAs are the estimation of distribution algorithm (EDA) with SVM23–25, 
the genetic algorithms support vector machine (GA-SVM)26, and the K nearest neighbors/genetic algorithms 
(KNN/GA)27.

However, most of the existing methods, such as the mutual information based methods17–20, only choose the 
strong genes in the target class but ignore the weak genes which possess a strong discriminatory power as a group 
but are weak as individuals3.

Over the past few decades, complex network theories have been used in different areas such as biological, 
social, technological, and information networks. In this present study, a novel method is proposed to search for 
the ‘weak’ genes by using the sequential forward search strategy. In the proposed method, an efficient discrimi-
nation evaluation criterion of a gene subset as a group is presented based on the weight local modularity (WLM) 
in a complex network. This method employs the advantages of the weight local modularity which most networks 
are composed of. The WLM are communities or groups within which the networks have a locally small distance 
between the nodes, but have a relatively large distance between the various communities28. By constructing the 
weighted sample graph (WSG) in a gene subset, a large weight local modularity value means that the samples 
in the gene subset are easily separated locally, and that the gene subset is more informative for classification. 
Therefore, the proposed method has the capability to select for an optimal gene subset with a stronger discrimi-
native power as a group. The effectiveness of method in this present study is validated by conducting experiments 
on several publicly available microarray datasets. The proposed method performs well on the gene selection and 
the cancer classification accuracy.

Results
In this section, the experimental results and analysis of WLMGS on several public microarray datasets are pre-
sented. The proposed algorithms are programmed in the Matlab 2012b environment, and the simulations are 
performed with the use of an Intel Core i3-2310M-2.1 GHz CPU having 2 GB of RAM. The nearest neighborhood 
classifier (1NN) together with the Euclidean distance and support vector machine (SVM) classifiers with C =​ 100 
and RBF kernel are utilized to assess the generated solutions.

In order to avoid the selection bias29, a 10-fold cross-validation over each dataset is performed in the genes 
section, wherein gene subsets are selected from the training instances (90%), and then, the accuracy is estimated 
over the test instances (10%). This process is performed 10 times. The final gene subset gs is composed of more 
frequent genes in the ten selected subsets. The precision in this present work is of 10 times accuracy average. 
Five filter methods and two wrapped methods are compared with the method used in this present study, and 
these include the CMQFS30, the mRMR, the MIFS-U, the CMIM, the Relief31, the SVMRFE4, and the KNNFS32 
methods.

Datasets.  To validate the effectiveness of the method of this present study, several experiments were per-
formed on some well-known public gene microarray datasets with a high dimensionality and small sample size. 
These datasets are downloaded from http://csse.szu.edu.cn/staff/zhuzx/Datasets.html and from33–35. A summary 
about these datasets is provided in Table 1. Before conducting the experiments, each represented gene was nor-
malized, that is, its mean and standard deviation were set to zero and one, respectively.

In mutual information computations, the continuous features were discretized to nine discrete levels as in 
ref. 36 and 37. The feature values were converted to values between μ−​σ/2 and μ +​ σ/2 to 0, the four intervals of 
size σ to the right of μ +​ σ/2 to discrete levels from 1 to 4, and the four intervals of size σ to the left of μ−​σ/2 to 
discrete levels from −​1 to −​4. Very large positive or small negative feature values are truncated and discretized 

Number Data set Genes Samples Classes

1 ALL-AML-3C 7129 72 3

2 DLBCL_A 661 141 3

3 SRBCT 2308 83 4

4 MLL 12582 72 3

5 CNS 7129 60 2

 6 Lymphoma 4026 66 3

 7 Colon 2000 62 2

 8 Lung 12600 203 5

Table 1.   Description of the datasets.

http://csse.szu.edu.cn/staff/zhuzx/Datasets.html
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to ±​4 appropriately. In this paper, the FEAST tool38 is used to calculate for the mutual information (MI) and the 
conditional mutual information (CMI).

Computational results.  In this present study, the related parameters λ, θ are set to 15 and 0.02, respectively. 
Tables 2 and 3 summarize the best classification accuracy in 1NN and SVM classifiers under the selected genes, 
respectively, when compared with the five filter methods. Figures 1 and 2 are the average classification accura-
cies using the 1NN and SVM classifiers at different number of genes selected by different methods, respectively. 
|#G| presents the number of selected genes when the best average accuracy is achieved. ACC is the best average 
accuracy, because it possesses a 10 times accuracy rate. The best average results are shown in bold. The improved 
performance of the method used in this present study is reached by using a different parameter k. For the filter 
methods in Tables 2 and 3, it is observed that the method used in this study outperforms the other filter methods, 
because it reaches a higher classification accuracy for the 1NN and SVM classifiers in most cases.

For the ALL-AML-3C dataset, the method (WLMGS) in this present study obtains a good performance: 
98.57% (1NN) and 98.75% (SVM), which are both higher compared to the CMIM, mRMR, MIFS_U, and CMQFS, 
although the 3 genes in the 1NN and the 4 genes in the SVM are selected.

Classifiers 1NN

Dataset mRMR MIFS_U CMIM Relief CMQFS WLMGS

ALL-AML-3C |#G| 3 3 3 15 28 3

k =​ 7 ACC 98.57 98.57 98.57 94.46 98.61 98.57

DLBCL_A |#G| 22 14 3 22 29.35 10

k =​ 5 ACC 95.71 90.91 85.76 93 93.91 98.62

SRBCT |#G| 12 29 16 28 25 4

k =​ 9 ACC 100 98.75 100 100 100 100

MLL |#G| 27 16 2 7 27 4

k =​ 7 ACC 100 98.57 95.89 94.46 100 100

CNS |#G| 9 3 2 30 3 12

k =​ 11 ACC 73.66 78 85.01 84.12 84.5 91

Lymphoma |#G| 5 5 8 8 21 3

k = 7 ACC 100 100 98.33 100 100 100

Colon |#G| 12 19 17 4 13 17

k =​ 9 ACC 90.23 90.23 90.71 75.95 90.76 91.67

Lung |#G| 28 13 26 30 27 9

k =​ 5 ACC 93.61 94.59 95.11 93.04 95.15 99.02

Table 2.   Comparisons of the best results between WLMGS and others with 1NN classifier. Note: |#G|: 
average number of genes; ACC: average classification accuracy (%); T: average time (s) in selected 15 genes.

Classifiers SVM

Dataset mRMR MIFS_U CMIM Relief CMQFS WLMGS

ALL-AML-3C |#G| 3 3 11 33 27 4

k =​ 7 ACC 98.57 98.57 97.32 96.07 98.51 98.75

DLBCL_A |#G| 16 16 31 30 29 13

k =​ 5 ACC 98.66 91.47 97.23 93.67 95.81 99.28

SRBCT |#G| 12 13 16 28 7 5

k =​ 9 ACC 100 95.27 100 100 100 100

MLL |#G| 16 16 17 20 26 4

k =​ 7 ACC 100 100 98.75 85.17 98.61 100

CNS |#G| 8 25 7 30 26 5

k =​ 11 ACC 75 76.67 85 75.12 82.16 90

Lymphoma |#G| 5 5 17 28 22 3

k =​ 7 ACC 100 100 100 92.38 99.85 100

Colon |#G| 11 22 16 25 23 19

k =​ 9 ACC 89.28 91.67 81.74 80.71 87.95 93.33

Lung |#G| 11 14 15 15 15 10

k =​ 5 ACC 94.54 94.59 95.52 81.33 92.71 97.07

Table 3.   Comparisons of the best results between WLMGS and others with SVM classifier. Note: |#G|: 
average number of genes; ACC: average classification accuracy (%); T: average time (s) in selected 15 genes.
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Figure 1.  The average classification accuracy using 1NN classifier with respect to the subset of s features 
selected by different filter methods. For different methods, (a) is the classification accuracy in data MLL, (b) is 
the classification accuracy in data Lymphoma, (c) is the classification accuracy in data ALL-AML-3c, (d) is the 
classification accuracy in data DLBCL-A, (e) is the classification accuracy in data SRBCT, (f) is the classification 
accuracy in data CNS, (g) is the classification accuracy in data Lung, (h) is the classification accuracy in data 
Colon.
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Figure 2.  The average classification accuracy using SVM classifier with respect to the subset of s features 
selected by different filter methods. For different methods, (a) is the classification accuracy in data ALL-
AML-3c, (b) is the classification accuracy in data MLL, (c) is the classification accuracy in data Lymphoma, 
(d) is the classification accuracy in data Lung, (e) is the classification accuracy in data DLBCL-A, (f) is the 
classification accuracy in data Colon, (g) is the classification accuracy in data CNS, (f) is the classification 
accuracy in data SRBCT.
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For the DLBCL_A dataset, the algorithm in this study achieves a better prediction accuracy of 98.62%, with 
an average of only 10 genes in 1NN, and an accuracy of 99.28% with an average of only 13 genes in the SVM. 
However, the best algorithm, as compared with the other methods is the mRMR, which selects 22 genes to gain a 
prediction accuracy of 95.71% in 1NN, and a 98.66% prediction accuracy in SVM.

For the SRBCT dataset, the MLL dataset and the Lymphoma dataset, in 1NN (SVM), the method in this 
present study obtains perfect prediction results 100% (100%) with only an average of 4 (5) genes, an average of 4 
(4) genes, and an average of 3 (3) genes respectively. These results are compared with the best results of mRMR: 
100% with an average of 12 (12) genes, 100% with an average of 28 (16) genes, and 100% with an average of 5 (5) 
genes, respectively. It can be seen clearly that for these datasets, the mRMR algorithm produces better results as 
compared to the other methods. The key reason is that mRMR not only considers the relevance of genes, but it 
also considers the redundancy between genes. However, the mRMR method only measures the quantity of irrele-
vant redundancy (IR)30, but does not deal with its relevant redundancy (RR)30. This can cause a problem since this 
method chooses some irrelevant variables prematurely, and is delayed in picking out some useful variables39,40. 
Therefore, the best performance only can be obtained by using more genes. In this present study’s method, is used 
to measure the relevant independency among gene subset, which is helpful for classificationWLMs. Therefore, all 
these useful genes, including the power genes as individuals, and the ‘power’ genes as a group are explored, and 
this contributes in gaining the best results by using fewer genes. The experiment results in this present study are 
perfectly consistent with the stated facts and confirm the effectiveness of this study’s approach.

In the CNS dataset, the average number of selected genes in this present study’s method is larger than the 
CMIM in 1NN and SVM. However, the best results of this study are higher than CMIM.

In the Lung dataset, there are 139 samples in the first class and only 6 samples in the third class. For the imbal-
anced dataset, the method of this study achieves a higher accuracy of 99.02%, with an average of 9 genes in 1NN, 
and 97.07% with an average of 10 genes in SVM. This is significantly superior compared to the other methods.

In the Colon dataset, this study’s method performs better than the other algorithms, although the number of 
selected genes of this study’s method is larger.

To further strengthen the efficiency of the method in this study, the 1NN and SVM classification results with 
a different number of selected genes for all the methods are shown in Figs 1 and 2, respectively. Therefore, it can 
be concluded from Figs 1 and 2 that this study’s method achieves better results with fewer selected genes in 1NN 
and SVM compared to other methods in most cases. These findings are identical with the results in Tables 2 and 3.

Furthermore, the results in this study are validated in Tables 4 and 5 by conducting a statistical paired samples 
one-tailed test. This statistical test is used to verify whether there is any significant difference in the accuracy and the 
number of selected genes by using a significance interval of 95% (a =​ 0.05). The results of this study show that all the 
p-values obtained are less than 0.05. This means that there is a significant difference in the accuracy and the number 
of selected genes in the method used in this study as compared to the other methods on all datasets, respectively. 
It can be concluded therefore that this study’s proposed method significantly outperforms the other algorithms.

The comparison with the wrapped methods, such as the SVMRFE and the KNNFS has also been conducted in 
this study. As it is previously known, the wrapped algorithms depend on the classifier during the learning process. 
This results to greater classification accuracy, but this also requires a higher computational cost for a repeated train-
ing of classifiers other than the filter methods, such as the SVMRFE which depends on the SVM classifier, and the 
KNNFS which depends on the 1NN classifier. From Figs 3 and 4, the WLMGS method gets better results compared 
to the results of the SVMRFE and KNNFS methods in most cases. However, both the SVMRFE and KNNFS methods 
are more time-consuming than the WLMGS method as illustrated in Fig. 5. Therefore, for the purpose of efficiency, 
the filter methods are suggested to be applied in practice. This fact is verified from Figs 3 and 4, where the wrapped 
methods only perform well in the specified classifier, but worse in other classifiers. This means the wrapped methods 
possess the poor generalization ability. However, the WLMGS method achieves balanced results in both classifiers.

methods ACC-p |#G|-p

WLMGS vs. mRMR 0.028 0.021

WLMGS vs. MIFS_U 0.013 0.019

WLMGS vs. CMIM 0.004 0.013

WLMGS vs. Relief 0.000 0.000

WLMGS vs. CMQFS 0.000 0.000

Table 4.   p-Values between WLMGS and other methods about ACC and |#G| with 1NN.

methods ACC-p |#G|-p

WLMGS vs. mRMR 0.044 0.046

WLMGS vs. MIFS_U 0.029 0.014

WLMGS vs. CMIM 0.037 0.004

WLMGS vs. Relief 0.002 0.000

WLMGS vs. CMQFS 0.000 0.000

Table 5.   p-Values between WLMGS and other methods about ACC and |#G| with SVM.



www.nature.com/scientificreports/

7Scientific Reports | 6:34759 | DOI: 10.1038/srep34759

Figure 3.  The average classification accuracy using 1NN classifier with respect to the subset of s features 
selected by different wrapped methods. For different methods, (a) is the classification accuracy in data ALL-
AML-3c, (b) is the classification accuracy in data CNS, (c) is the classification accuracy in data Colon, (d) is the 
classification accuracy in data DLBCL-A, (e) is the classification accuracy in data Lung, (f) is the classification 
accuracy in data Lymphoma, (g) is the classification accuracy in data MLL, (h) is the classification accuracy in 
data SRBCT.
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Figure 4.  The average classification accuracy using SVM classifier with respect to the subset of s features 
selected by different wrapped methods. For different methods, (a) is the classification accuracy in data CNS, 
(b) is the classification accuracy in data Colon, (c) is the classification accuracy in data DLBCL-A, (d) is the 
classification accuracy in data Lung, (e) is the classification accuracy in data Lymphoma, (f) is the classification 
accuracy in data MLL, (g) is the classification accuracy in data ALL-AML-3c (h) is the classification accuracy in 
data SRBCT.
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Gene set enrichment analysis.  In order to understand whether this study’s method is able to extract 
interactions with a biological meaning, the discriminatory gene subset selected by this method are analyzed by 
conducting the gene set enrichment analysis on the DAVID41 software (Database for Annotation, Visualization, 
and Integrated Discovery). DAVID is able to provide a comprehensive set of functional annotation tools for 
investigators to understand the biological meaning behind a large list of genes. The detailed information can be 
seen in ref. 41.

The top ten genes selected by using different methods are supplied into the DAVID website (https://david.ncif-
crf.gov/home.jsp). The Functional Annotation Tool is utilized to achieve the Functional Annotation Clustering 
results (the Classification Stringency is set to High). The group Enrichment Score (ES) and the geometric mean 
(in -log scale) of the member’s p-values in a corresponding annotation cluster, is used to rank their biological 
significance. Thus, the top ranked annotation clusters most likely have consistently lower p-values for their anno-
tation members. The larger the enrichment score, the more enriched is the gene subset.

For this present study’s method, the first value from the top annotation cluster having the largest ES, and the 
concerned terms having similar biological meanings are presented in Table 6. It is clearly seen that the genes 
selected by WLMGS are related to genes having cancer hallmarks (that is, genes that belong to the cancer-related 
Gene Ontology (GO) terms). This means that the gene subset selected by WLMGS is more enriched than the gene 
sets related to a biology process or a biology pathway.

To further verify the WLMGS’s effectiveness, the biological significance comparisons in terms of the enrich-
ment score are achieved with WLMGS and the other methods as seen in Table 7. In general, the results in Table 7 
indicate that the genes selected by WLMGS are more significant in the biological enrichment analysis.

Discussion and Conclusion
As mentioned previously, the proposed approach in this study is able to capture different (small) gene subsets 
with a high prediction rate, which is important for further biological studies. More attention should be fixed on 
this approach to identify the biomarkers for the concerned cancer. Based on the weight local modularity, the 
proposed method in this study is able to explore the informative genes wherein the weighted sample graph has a 
small within-class distance and a large between-classes distance. Thus, the samples in the same class are possibly 
close to each other, and samples in different classes are likely far away from each other. This means that the sam-
ples are easily separated. From Theorem 1, the local cluster structure for the samples in a class also contribute 
to its higher WLMs, therefore, these specific genes is chosen to predict each cancer subtype. Furthermore, the 
method of this study is still efficient for the imbalanced dataset, because the weight local modularity considers 
the local cluster-connectivity and overcomes the global network dependency. The small sample cluster which 
includes only several samples, also helps to enhance the WLMs. Hence, the method of this study is preferred par-
ticularly for microarray datasets having a few samples. Therefore, this study’s method is able to select genes that 
have the best local and global structure preserving ability. Additionally, this study’s method is not affected by the 
noise sample points, where the small weights only have a minimal effect on WLMs. Lastly, the proposed method 
in this study can pick not only the discriminative genes individually, but also as a group. Both power genes as an 
individual and power genes as group but weak as individuals are explored for classification learning.

As previously discussed, there are two parameters in the method of this study which is used during the process 
of constructing the weighted sample graph and selecting genes, e. g. λ, k. The effect of these two parameters is 
studied in the following experiments.

The parameter k is the number of neighbors used in constructing the weighted sample graph. This determines 
the number of weight edges in a constructed samples graph, that is to say, a large k corresponds to a higher wk, Wk, 
and vice versa. Figure 6 summarizes the average 1NN accuracy results conducted ten times on all datasets using 
different values of k in this study’s method. It is clearly noted that k has an influence on the performance of some 
datasets, such as the DLBCL_A and the CNS. In fact, k is less than the number of samples in the smallest class. 
For most of the datasets, the k in {3–11} is more effective. In this study, different k’s are adapted to obtain a better 
performance for the different datasets.

Figure 5.  The average time cost in terms of Top 20 genes selected by our method and wrapped methods. 

https://david.ncifcrf.gov/home.jsp
https://david.ncifcrf.gov/home.jsp
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The second parameter λ is the optimal number of selected genes. In practice, it is difficult to automatically 
determine the optimal number of selected genes. As previously discussed, the selection procedure should be 
stopped if the WLMs is not increased greatly. As shown in Table 8, the incremental amount of WLMs is propor-
tional to its performance. The strategy in this study is that the iterative procedure will be terminated if the incre-
ment of WLMs is lower than the very small value θ. From Fig. 6 and Table 8, it is good to determine the value of λ 
when the threshold θ of its difference is set to 0.02. As previously shown for all the datasets, the best performance 
is achieved withinλgenes (less than 15 genes). Therefore, it is possible that the increment of WLMs is the criterion 
for the termination of this study’s method, and this automatically determines the number of selected genes. The λ 
parameter was assigned with the value of 15 in this study.

Conclusion.  In this study, a new approach based on weight local modularity to gene subset selection is intro-
duced. The sequential forward selection and the greedy search strategy are utilized to optimize the weight local 
modularity. Firstly, given a selected gene subset S, the candidate gene g is more informative if the increment of 
WLMs(S ∪​ g) on the genes spaces S ∪​ g is large. Furthermore, the numberλ of the optimal genes is automatically 
determined by the incremental of WLMs. From the experiments, the λ is small enough to gain a better perfor-
mance, which greatly reduces the time cost of this method. Additionally, the method in this study is effective for 
imbalance datasets. Experimental results demonstrate that the method in this study outperforms others. The gene 
subsets selected by this method are more enriched. The key reason is that weight local modularity captures both 
the local and global structures in the weight network. The weight local modularity provides the proposed method 
with the ability of not only finding a set of common genes differentiating all cancer types but also identifying the 
specific genes related to each type of cancers.

However, the computational cost of the proposed method is relatively higher than the others, even if the 
fast K-Nearest Neighbor Graph (K-NNG) algorithm is applied. The adaptive algorithm to choose the optimal k 
should be developed for different datasets.

In the future, recent technologies42 can be applied to further improve the accuracy and robustness of the pre-
dictors. It is known that tumor heterogeneity prevents the identification of robust cancer biomarkers. Some vir-
tual data sets, called random microarray data sets (RDSs) were generated from the original data set. Next, distinct 
random gene sets (RGSs) were generated. A survival screen using each RGS against each RDS was performed. For 
each RDS, the gene sets and the survival screening P-value of which is <​0.01, were achieved. The purpose of this 
is that a signature derived from one data set is transferable when applied to another data set. Also, an integrative 
network analysis of the gene signatures and the breast cancer driver-mutating genes in a protein interaction net-
work, allowed the identification of several metastasis network modules. Each module contains the genes of one 
signature and their directly interacting partners that are cancer driver-mutating genes42. The approach42 might 

Dataset Annotation Cluster
Enrichment 

Score

ALL-AML_3c
GO:0002521~leukocyte differentiation, GO:0030097~hemopoiesis, 
GO:0048534~hemopoietic or lymphoid organ development, 
GO:0002520~immune system development

2.07

CNS

GO:0005261~cation channel activity, GO:0046873~metal 
ion transmembrane transporter activity, GO:0005216~ion 
channel activity, GO:0022838~substrate specific channel 
activity, GO:0015267~channel activity, GO:0022803~passive 
transmembrane transporter activity, GO:0030001~metal ion 
transport, GO:0006812~cation transport, GO:0006811~ion 
transport, SP_PIR_KEYWORDS~disease mutation, 
UP_SEQ_FEATURE~sequence variant, SP_PIR_
KEYWORDS~polymorphism

2.31

MLL
GO:0030528~transcription regulator activity, 
GO:0006350~transcription, GO:0045449~regulation of 
transcription, SP_PIR_KEYWORDS~Transcription

0.59

Lung GO:0005615~extracellular-space, GO:0044421~extracellular region 
part, GO:0005576~extracellular region 1.78

Table 6.   The enrichment analysis results about annotation cluster by DAVID in Top ten genes selected by 
WLMGS.

ALL-AML_3c CNS MLL Lung

mRMR 2.19 1.91 0.59 0.65

MIFS_U 0.33 0.65 2.01 0.31

CMIM 5.19 0.36 0.41 0.2

Relief 0.15 0.21 0.23 0.15

CMQFS 1.79 2.05 0.55 1.54

WLMGS 2.07 2.31 0.59 1.78

Table 7.   The enrichment score results by DAVID in Top ten genes selected by different methods. The larger 
the enrichment score, the more enriched the genes subset.
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Figure 6.  The average 1NN accuracy results on the different k for all datasets in our method. (a) is the 
classification accuracy on the different k for the data ALL-AML-3c, (b) is the classification accuracy on the 
different k for the data SRBCT, (c) is the classification accuracy on the different k for the data Lymphoma,  
(d) is the classification accuracy on the different k for the data DLBCL-A, (e) is the classification accuracy on 
the different k for the data CNS (f) is the classification accuracy on the different k for the data Colon, (g) is the 
classification accuracy on the different k for the data MLL, (h) is the classification accuracy on the different k for 
the data Lung.
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provide a framework for discovering robust and reproducible gene signatures for specific phenotypes, such as 
its clinical outcome, its drug response, or other disease features. The result provides a future research direction.

Methods
The definition of weighted local modularity in a complex network.  A complex network is a graph 
(network) with non-trivial topological features—features that do not occur in simple networks such as lattices or 
random graphs, but often occur in graphs which are modelling real systems. Most of the real-world complex net-
works are composed of some communities or clusters within which they have close connections between nodes 
but have sparse connections between the various communities43, as seen in Fig. 7. Reliable algorithms43,44 are 
supposed to identify good partitions about clusters or communities, but the question remains on how clusterings 
are considered to be good or bad. In order to distinguish between ‘good’ and ‘bad’ partitions, the most accepted 
quality function is the modularity Q of Newman and Girvan44. The function is based on the idea that a random 
graph is not expected to have a cluster structure. In this way, the possible existence of clusters is revealed by the 
comparison between the actual density of edges in a subgraph and the density expected in the subgraph if the 
vertices of the graph were attached regardless of community structure. However, modularity Q optimization is 
widely criticized for its resolution limit43 because the modularity is a global measure. To overcome the problem, 
the localized modularity for the local structures of the undirection network has been introduced by considering 
the local cluster-connectivity45. In many complex networks most clusters are connected to only a small fraction 
of the remaining clusters, called the local cluster connectivity. From the view point of local connectivity, the local 
modularity (LM) is defined as follows:
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where mk is the number of edges within the community k and Mk is the total number of edges in the community 
k and its first neighbor. dk is the sum of the degrees of nodes in community k. C is the number of communities in 
the graph or the number of different classes for the samples in Eqs (4 and 5). The more locally connected clusters 
a network has, the higher is the LM.

However, as previously described, the LM is not able to evaluate the extra-class and intra-class distances 
because it is not related to the distance between nodes, which is not good for a classification problem. Therefore, 
in this study, the Weight Local Modularity Q (WLM) for the weighted graph is proposed and is defined by:
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where wk is the sum of the weights of the internal edges of community k and Wk is the total number of weights 
of the internal edges in community k and its first neighbor. sk is the sum of the strengths of all the vertices in 
community k. The strength of a vertex is the sum of the weights of edges adjacent to the vertex. From Eq. 2, it can 
be concluded that a larger WLM corresponds to larger weights, (small distance in the same cluster) or to smaller 
weights (large distance between classes locally), which means that the nodes for different clusters are easily sep-
arated. Hence, these genes that minimize the within-cluster distance and maximize the between-cluster distance 
are preferred and get a higher weight46. Because of this this fact, this present study introduces a new local evalu-
ation criterion for the gene subset using the weighted local modularity. The idea behind the method in this study 

Dataset
Increment of WLMs during 

selection AN_B

ALL-AML-3C 0.72, 0.32, 0.24, 0.05, 0.00, 0.00, 0.00, 
0.00, 0.00, 0.00, 0.00, 0.00, 0.00, 0.00 4.35

DLBCL_A 0.52, 0.17, 0.27, 0.16, 0.14, 0.11, 0.07, 
0.09, 0.02, 0.02, 0.00, 0.00, 0.00, 0.00 9.73

SRBCT 0.83, 0.82, 0.40, 0.14, 0.12, 0.02, 0.00, 
0.00, 0.00, 0.00, 0.00, 0.00, 0.00, 0.00 7.56

MLL
0.45, 0.30, 0.11, 0.03, 0.00, −​0.00, 
−​0.00, 0.01, 0.04, 0.01, 0.00, 0.00, 

0.00, 0.00
4.72

CNS 0.13, 0.17, 0.12, 0.14, 0.07, 0.08, 0.05, 
0.09, 0.05, 0.01, 0.02, 0.02, 0.01, 0.00 7.23

Lymphoma 0.58, 0.14, 0.01, 0.00, 0.00, 0.00, 0.00, 
0.00, 0.00, 0.00, 0.00, 0.00, 0.00, 0.00 3.00

Colon 0.13, 0.06, 0.15, 0.13, 0.13, 0.07, 0.05, 
0.05, 0.01, 0.00, 0.00, 0.00, 0.00, 0.00 12.73

Lung 1.03, 0.63, 0.34, 0.22, 0.30, 0.20, 0.06, 
0.08, 0.04, 0.03, 0.02, 0.00, 0.00, 0.00 13.29

Table 8.   The increment of WLMs with selected genes. Note: AN_B: the average number of selected genes 
while the best result is obtained.
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is that the gene subset where the weighted sample graph has a higher. Having a higher WLM is more informative 
and the samples in the gene subset are classified accurately.

Theorem 1. Maximizing the = ∑
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The proof can be seen in the Appendix section.
Furthermore,
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where wk_out is the total weight of the first neighbors of the community k and Wk =​ wk +​ wk_out.
It is worth noting that there is no difference on the classification performance between WLM and WLMs. In 

this paper, the simplified version WLMs of WLM is used.
From Theorem 1, good local clusters are the ones with large internal weights (small internal distances) and 

small external weights (large external distances) as shown in Fig. 7. This result is consistent with the property of 
local cluster. Another advantage of WLMs is that it is not affected by noisy samples. Noisy samples usually stay 
away from normal samples, which results in smaller weights in the weighted sample graph. From Theorem 1, 
smaller weights cause very little impact on WLMs. Therefore, in this study, the WLMs, which is a simple version of 
WLM, is adopted instead of LM and WLM.

A gene g is considered to be good if the WLMs is increasing greatly while g is accepted in the selected gene 
subset gs.

Gene subset selection based on WLMs.  From the previous information on WLMS, the gene subset is 
preferred when the weighted sample graph has a higher WLMS.

Weighted sample graph.  Given a m ×​ n microarray dataset (m corresponding to samples and n corre-
sponding to genes), the gene subset gs which is selected from n genes is defined by: gs =​ {g1, g2, …​, gn1}. The 
weighted sample graph G(V, A) in gs is constructed as follows: there is a weighted edge A(i, j) between vi and vj if 
vi ∈​ k −​ NN(vj) or vj ∈​ k −​ NN(vi).

where vi is the node i corresponding to i-th sample, k −​ NN(vi) is the k-neighborhoods set of node  
i. A(i, j) =​ exp(−​d(vi, vj)), d(vi, vj) denotes the Euclidean distance between vi and vj : d(vi, vj) =​ ||vi −​ vj||2, and in 
here, ||·||2 is the L2-norm. A is the affinity matrix. k is the predefined parameter. k does not take large values, and 
it ranges generally in {5–11}. This is discussed in section 5.3.

Gene subset selection.  This study’s method aims at identifying a gene subset where a weighted sample 
graph can achieve a larger weighted local modularity. To reduce the time complexity in the method of this study, 
the sequential forward during genes selection is adopted and the greedy search is utilized to optimize the WLMs. 
The proposed method namely WLMGS is illustrated in Algorithm 1.

Figure 7.  A simple graph with three local communities, enclosed by the dashed circles. Reprinted figure 
with permission from ref. 43.
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WLMGS works in a straightforward way. Firstly, several relative parameters are initialized, i.e.λ, k, gs and the 
first geneg1 in gs where the weighted sample graph has the largest value is selected as the starting point of the 
search procedure. Sequentially, during each selection process, genegwith the largest WLMs is selected to join gs 
from the G. This iterative selection procedure will be terminated while the number of selected genes in gs is not 
less than the pre-specified threshold λ. In practice, the optimal λ is hard to determine due to the noisy genes that 
may increase the information amount of gs as they are selected. Because of this, the gene subset with the largest 
WLMs may include noisy genes. To alleviate this problem, this study presents an alternative way to assign λ with 
an appropriate value wherein the iterative procedure will be terminated if the difference of WLMs(gsi+1) with 
WLMs(gsi) is lower than a very small value θ. The gene gi+1brings minimal information to the selected genes in 
gs and the WLMs(gsi+1) increases lightly after it has been picked into gs, where gsi and gsi+1 are the selected gene 
subset in the i-th and (i + 1)-th iterations, respectively. As it is known, the selection procedure should be stopped 
if the information embodied by gs does not increase greatly47.

Additionally, the genes selected based on WLMs have a large relevant independency (RI) which contributes 
to a better classification accuracy. The samples in the selected genes can be easily separated. The gene subset as a 
group selected by this study’s method has a strong relevance with its class label. Therefore, method of this study 
can address the problem of redundancy among genes.

In WLMGS, the most time-consuming step is the construction of the weighted sample graph iteratively. The 
total is about ο(λnm2). In this study, the fast K-Nearest Neighbor Graph (K-NNG) construction method48,49 is 
applied to the construction of the weighted sample graph, which reduces the time complexity from ο(λnm2) to 
ο(λnm1 14).

Algorithm 1. WLMGS: WLM based Gene Selection

Input: A microarray dataset Dm × n with m samples and n genes in space G and the class vector C_v, The number of selected genes λ, k, θ

Output: Selected feature subset gs;

(1) Initialize related parameters: gs =​ Φ​

(2) While |gs| <​ λ do

(3) For each gene g ∈​ G do

(4) Construct the weighted samples graph in gs ∪​ g and compute the WLMs based on sub-section 3.2.1 and Theorem 1.

(5) Select the gene g with the largest WLQs; 

gs =​ gs ∪​ g, G =​ G−​{g};

(7) End

(8) End

λ: the number of selected genes.
k: the number of Nearest Neighbor in constructing the weighted sample graph.
θ: the difference of WLMs(gsi+1) with WLMs(gsi).

Justification of WLMGS based on k-means cluster.  In this section, the proposed feature evaluation 
criterion based on the weight local modularity is demonstrated by the theory of k-means cluster.

The k-means cluster50 is the most well-known clustering algorithm. This algorithm iteratively attempts to 
address the following objective: given a set of points in a Euclidean space and a positive integer p (the number 
of clusters), the points are split into p clusters so that the total sum of the Euclidean distances of each point to its 
nearest cluster center is minimized, and is defined as follows:

∑∑µ µ= −
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i c

1 2
t

t

Here, xi and µct
 is respectively the i-th sample point and its nearest cluster center, ||·||2 is the L2-norm.

In the weighted feature approache by k-means, the features that minimize the within-cluster distance and 
simultaneously maximize between-cluster distance are preferred. It can be confirmed clearly in Theorem 2 that 
the genes having a higher WLMs in this study’s method is able to simultaneously minimize the within-cluster 
distance and the maximize between-cluster distance.

According to Theorem 1, = ∑ = ∑ −= =
_( )WLM 1s

k
C w

W k
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k
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k
, making WLMs higher is equivalent to 

maximizing the inner weight wk and in minimizing the outer weight wk_out, that is to say, each community of the 
weighted sample graph has a larger wk and a smaller wk_out.

Given the selected gene subset S, the candidate gene g, and the weighted sample graph inS ∪​ ggenes space, 
then:
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The gene g with a larger increment of WLMs(S ∪​ g) is more discriminative.
According to Eqs (3–5), Theorem 2 is verified as follows:

Theorem 2. Maximizing the WLMs is equivalent to minimizing the k-means cluster objective J(C, μ).
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The proof is seen in the Appendix section.
Therefore, J(C, μ) in S ∪​ g is minimizing while the WLMs of WSG in S ∪​ g gets a higher value. This finding 

indicates that genes selected by this study’s method are able to minimize the within-cluster distance (large wk) and 
maximize the between-cluster distance (small wk_out). It is considered that the gene subset with a higher WLMs is 
more relevant within its class label, which not only minimizes the within-cluster distance, but also maximizes the 
between-cluster distance.
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