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Application of Image Analysis and Neural Networks to the Pathology Diagnosis
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We studied whether a computer-assisted system using a combination of data collection by image
analysis and analysis by neural networks can differentiate benign and malignant breast lesions,
Forty-six intraductal lesions of the breast were studied by pathologists and by the computer-assisted
system. Histological evaluation was performed independently by three pathologists, and the lesions
were classified into pathologically malignant (n=12), undetermined (1 =13), and benign (n=21),
Computerized nuclear image analysis was performed using the CAS200 (Cell Analysis Systems,
Elmhurst, IL) system to obtain data on nuclear morphometric and textural features. A neural network
was constructed using the morphometric and texture data obtained from teaching cases of malignant
and benign lesions, Then data for unknown cases were classified by the constructed neural network
inte neural network-malignant (» =11), -undetermined (n=>5), and -benign (n =30). The agreement
rate between the diagnosis by pathologists and judgement by the computer-assisted system was 75%,
excluding pathologically undetermined lesions. There were four false-negative but no false-positive
results. False-negative cases had nuclei that were quite different from those of the teaching cases. The
agreement rate obtained vsing either morphometric data or texture data only was lower than that
using a combination of both, Selection of appropriate teaching data and incorperation of both
morphometric and textural parameters seemed important for obtaining more accurate results, The
present data suggest that development of a computer-assisted histopathological diagnosis system for
practical use may be possible.
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Histopathological diagnosis of intraductal proliferative
lesions of the breast is often difficult. Differential diagno-
sis between epitheliosis and carcinoma in situ, and be-
tween papilloma and non-invasive papillary carcinoma, is
especially troublesome."” Different pathologists may not
always agree as to the malignant potential of a given
lesion. Furthermore, quality control and standardization
are difficult to achieve because histopathological diagno-
sis relies on the knowledge and personal experience of
individual pathologists who evaluate the architectural
and cytological features using light microscopy. Com-
puter-assisted diagnostic decision support systems have
recently been developed in certain medical fields,>® and
neural networks have been considered a useful tool
for quality control in diagnostic cytology*® and pathol-
0gy.”'® Neural networks computationally simulate the
neurological processing of data by biological orga-
nisms.”'¥ They characteristically have the ability to
“learn” to associate a correct output classification with
specific patterns of input data by training. The “knowl-
edge” of a trained neural network is embodied in the
strength of interconnections formed between processing
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elements, an equivalent of neurons in the brain. Possible
applications of neural networks include pattern recogni-
tion, database search and knowledge extraction and deci-
sion-making, The pattern recognition ability has been
applied to individual cell classification using cytometric
quantities, such as size, shape, and texture.” The nuclear
grading of breast carcinoma,” differential diagnosis of
well differentiated hepatocellular carcinoma and benign
lesions in cirrhotic liver'® and evaluation of cervical
smears” are some examples of neural network applica-
tion to surgical pathology.

Computer-assisted diagnostic systems seem to excel in
objectivity and reproducibility of evaluation. This advan-
tage should be put into practical use for quality control
and standardization of pathology diagnosis. In this
report, we describe our attempt to examine the applica-
bility of image analysis and neural networks to the diag-
nosis of intraductal lesions of the breast.

MATERIALS AND METHODS

Forty-six intraductal lesions of the breast were re-
trieved from the files of the Pathology Laboratory, Na-
tional Cancer Center Hospital East. The original diag-



noses of the selected lesions included epitheliosis (n=35),
intraductal papilloma (# =13), atypical ductal hyperpla-
sia (n=11), non-invasive ductal carcinoma {(rn=35), in-
traductal component of invasive carcinoma (r=35) and
borderline papillary lesion (n=7). Comedo carcinoma
was excluded becauvse differential diagnosis of this lesion
is not a problem. Formalin-fixed, paraffin-embedded tis-
sue specimens were cut into 3-um-thick sections for hema-
toxylin and eosin (HE) staining and 5-um-thick sections
for Feulgen staining with a “CAS” quantitative DNA
staining kit (Cell Analysis Systems, Elmhursi, 11}.'9
Selected lesions, ranging from 2 mm to 15 mm in diame-
ter, were marked in the same area on both slides.
Histological evaluation was performed by three pathol-
ogists, each with more than 10 years of experience. Each
lesion was evaluated according to not only nuclear find-
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Fig. 1. Flow chart of the examination.
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ings, but also structural features. The pathologists were
requested to classify the lesions into three categories:
benign, borderline, or malignant. Based on the results of
their evaluation, the 46 ductal lesions were classified into
three groups: pathologically malignant (PM), patholog-
ically undetermined (PU), and pathologically benign
(PB). There was no disagreement among the pathologists
with regard to the PM and PB groups. The PU group
included those lesions diagnosed as borderline and lesions
for which a consensus diagnosis was not obtained.

A flow chart showing the path from image analysis
to cell classification is shown in Fig. 1. Computerized
nuclear morphological analysis was performed with a
CAS200 image cytometer (Cell Analysis Systems) run by
the cell measurement program. Scene segmentation was
semi-automated. Slightly overlapping cells were manually
divided by a boundary line using the cut-mode of the cell
measurement program. We analyzed about 200 cells with
an intact nucleus in each lesion. Twenty-five parameters
including nuclear size, shape and density, and 22 Markov
texture parameters were used to analyze the nuclear
characteristics. Markovian texture analysis is a method
of measuring optical texture based on gray-level transj-
tion probabilities in. digitized images.”” Each textural
parameter was calculated for step sizes of 0.125 #m, and
the digitized images had 256 gray levels.

We used data for one typical case each from the PM
and PB groups as teaching data for the following exper-
iments. In the malignant teaching lesion, papillotubular
structures formed a cribriform pattern. The tumor cells
had small to medium-sized round nuclei with a relatively
fine chromatin pattern (Fig. 2A). This was a case of well
differentiated or low-grade intraductal carcinoma. On
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Fig. 2. Histological findings of teaching cases. A, Malignant case shows a cribriform pattern. Nuclei are round to oval and the
chromatin pattern is relatively fine. X 305. B, Benign case shows high cellularity and two cell patterns. Nuclei are oval and not
arranged regularly. X 76 (inset X 305).
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the other hand, the benign lesion, diagnosed as epithelio-
sis, showed solid and tubular growth with a fibrovascular
stroma, as undefined cytoplasmic border, and oval nuclei
with a relatively coarse chromatin pattern and/or groov-
ing (Fig. 2B).

Neural network software (Neural Works, Professional
I1/plus, Neural Ware, Pittsburgh, PA) was instructed to
construct neural networks using a three-layered back-
propagation algorithm (malignant vs. benign). Several
useful parameters for cell classification were selected by
multiple regression analysis before feeding into the
neural network. The number of input layer nodes was
varied between 2 and 8, which was the number of se-
lected parameters for the three kinds of cell-classification

tests. The most accurate network for cell classification
was obtained with 20 hidden nodes in the intermediate
layer and 1,000 training times. The output layer consisted
of two nodes representing diagnostic outcome, 0.0 for
benign and 1.0 for malignant. According to the celi
classification rate by the neural networks, the cases were
divided into 3 groups: neural network-malignant (NM),
-undetermined (NU), and -benign (NB). Lesions in
which more than 60% of the cells were judged to be
malignant by the neural networks were classified into the
NM group, and those with less than 409 malignant cells
into the NB group.

Cell classification tests were performed using three
neural networks constructed with the same teaching sets
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Fig. 3.

Histogram of the frequency of “malignant cells” obtained using the neural network in 46 breast lesions. PM,

pathologically malignant; PU, pathologically undetermined; PB, pathologically benign; NM, neural network-malignant; NU,
neural network-undetermined; NB, ncural network-benign. A, The neural network was constructed using combined morphomet-
ric and textural parameters; B, using morphometric parameters only; C, using five textural parameters.
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and different parameters. In test A, the neural network
was constructed using eight selected parameters includ-
ing size, shape, and sum optical density, and five textural
parameters (sum average, sum variance, difference en-
tropy, information measure B, and ceefficient of varia-
tion) (neural network A). In test B, only the morpho-
metric parameters (size and shape) were used (necural
network B), while in test C, only five textural parameters
were used (neural network C).

RESULTS

There were 12 lesions in the PM group, 13 in the PU
group, and 21 in the PB group (Fig. 3). All PM lesions
except two were diagnosed as malignant in the original
pathology reports; two lesions were called atypical ductal
hyperplasia and borderline papillary lesion, respectively.
The PU group included seven cases of atypical ductal
hyperplasia, four intraductal papiilomas, and two border-
line lesions, while the PB group included three cases of
atypical ductal hyperplasia, nine intraductal papillomas,
six cases of epitheliosis, and three borderline lesions in
the original pathology reports.

The results of analysis by neural network A showed
that 11 lesions were classified into the NM group, five
into the NU group, and 30 into the NB group (Fig. 3A).
The rate of agreement between PM and NM was 66.7%,
and that between PB and NB was 81.0% in test A. Four-
fifths of the PU group were classified into the NB group.
There were four false-negative (PM/NB) but no false-
positive (PB/NM) results using the classification criteria
of the present study (Fig. 3A). Histologically, nuclear
chromatin tended to be more coarse in the false-negative

Hyper-
chromasia and a coarse chromatin pattern are more notable
than in a malignant teaching case. X 305.
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lesions than in the PM/NM group (Fig. 4). Three PU
lesions were classified into the NM group. In test B, there
were 36 cases in the NM group, nine in the NU, and one
in NB, and in test C there were 32 cases in NM group,
nine in the NU, and five in NB (Fig. 3, B and C). There
were many false-positive cases (PB/NP) in tests B and
C; the rate of agreement between PM and NM was
higher, but that between PB and NB was much lower
than in test A.

DISCUSSION

Computerized diagnostic systems for pathelogy images
require several useful parameters reflecting the histo-
pathological features, i.e., nuclear and structural charac-
teristics. In this study, we focused on analysis of nuclear
features. Nuclear size, shape, density and chromatin pat-
tern are important diagnostic clues used by pathologists
for differential diagnosis between benign and malignant
lesions of the breast.”” These features may be represented
in the morphometric and textural parameters to a certain
degree.

The rate of agreement between pathological evaluation
and classification by the computer-assisted system was
about 75%, excluding borderline lesions (PU group).
Histological variation in carcinoma seems to have been
the major cause of the false-negative (PM/NB group)
results. Carcinoma cells with a higher grade of atypia
were not identified as malignant cells by neural network
A, which was constructed using teaching data obtained
from a case of well differentiated ductal carcinoma with
a low grade of atypia and marked proliferative epitheli-
osis. The neural network was able to classify accurately
cells which had nuclear characteristics similar to those of
the teaching sets, but could not consistently classify cells
which had characteristics different from the teaching
cases. Dawson ef al. demonstrated the feasibility of using
image analysis as an objective means for nuclear grading
of breast carcinoma.” They designed a neural network to
classify the nuclear grade of breast carcinomas into
benign, well differentiated, and moderately or poorly
differentiated. The rate of agreement between patholog-
ical evaluation and computer classification was approxi-
mately 709 in low-grade lesions and 209% in high-grade
lesions. These were similar to our results, and the large
difference between the results for low-grade and high-
grade lesions was also explained by the nuclear variability
of breast carcinoma.®

The present system was able to divide intraductal
lesions into malignant and benign types with a high diag-
nostic accuracy, especially in well differentiated adeno-
carcinoma and benign proliferating lesions. Three PU
lesions were classified into the NM group, and these
lesions might well have been malignant to begin with,
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One pathologist called this lesion malignant. We are now
planning to compare the neural network judgement with
other objective markers, i.e., proliferating cell nuclear
antigen and Ki-67 labeling index, and data for oncogene
abnormalities.

The rates of false-positive and false-negative lesions
were influenced by the classification criteria. Lesions in
which more than 609 of the cells were judged to be
malignant were classified into the NM group, and those
with less than 40% malignant cells into the NB group.
However, the number of false-negative lesions was re-
duced and that of false-positive lesions was increased by
using a lower cut-off value (percentage)} on the histogram
than the criteria used in the present study. Increasing the
number of specimens and applying statistical techniques
may solve this problem.

Erler et al. constructed neural networks for the diag-
nosis of hepatocellular carcinoma using morphometric,
densitometric, and combined morphometric and densito-
metric parameters.'” The morphometric data generated
the best results compared with other sets. In our study,
the agreement rates in test B using morphometric param-
eters only and test C using textural parameters only were
lower than in test A using combined morphometric and
textural parameters. The difference in results was proba-
bly derived from the difference in specimen type and
parameters employed. Erler ef al. used HE-stained slides
collected from four different laboratories, which might
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have shown variations in staining and section thickness,
and the parameters they used included a variety of mor-
phometric and a small number of densitometric parame-
ters. On the other hand, we used Feulgen-stained 5-m-
thick sections prepared by a single technician, and em-
ployed a number of textural parameters. Textural param-
eters are probably correlated with chromatin pattern in
routine histology. The usefulness of textural analysis for
the study of cervical cells'® and grading of breast carci-
noma cells has been reported previously.'®

Although the results of the present study are encourag-
ing, the degree of accuracy needs to be improved. It
became apparent that a computer-assisted system can
accurately classify lesions resembling teaching cases.
Therefore, selection of an appropriate teaching set and
incorporation of additional morphometric and textural
parameters may allow construction of an optimal neural
network for benign vs, malignant cell classification of
intraductal lesions of the breast.

This study concentrated only on nuclear features; ad-
dition of structural parameters and analysis of the data as
a group, i.e.,, mean and standard deviation of the col-
lected data, may increase the diagnostic accuracy. Al-
though much further testing is necessary, the present
data suggest that application of computer-assisted image
analysis and neural networks to histopathological diag-
nosis and quality control may become possible.
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