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Abstract: Certain kinds of stimuli can be processed on multiple levels. While the neural correlates of
different levels of processing (LOPs) have been investigated to some extent, most of the studies involve
skills and/or knowledge already present when performing the task. In this study we specifically
sought to identify neural correlates of an evolving skill that allows the transition from perceptual to a
lexico-semantic stimulus analysis. Eighteen participants were trained to decode 12 letters of Morse
code that were presented acoustically inside and outside of the scanner environment. Morse code was
presented in trains of three letters while brain activity was assessed with fMRI. Participants either
attended to the stimulus length (perceptual analysis), or evaluated its meaning distinguishing words
from nonwords (lexico-semantic analysis). Perceptual and lexico-semantic analyses shared a mutual
network comprising the left premotor cortex, the supplementary motor area (SMA) and the inferior
parietal lobule (IPL). Perceptual analysis was associated with a strong brain activation in the SMA and
the superior temporal gyrus bilaterally (STG), which remained unaltered from pre and post training.
In the lexico-semantic analysis post learning, study participants showed additional activation in the
left inferior frontal cortex (IFC) and in the left occipitotemporal cortex (OTC), regions known to be crit-
ically involved in lexical processing. Our data provide evidence for cortical plasticity evolving with a
learning process enabling the transition from perceptual to lexico-semantic stimulus analysis. Impor-
tantly, the activation pattern remains task-related LOP and is thus the result of a decision process as to
which LOP to engage in. Hum Brain Mapp 36:4512–4528, 2015. VC 2015 The Authors. Human Brain Mapping
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INTRODUCTION

On a neural level, sensory information undergoes exten-
sive processing and attentional modulation as it becomes
incorporated into the texture of perception and cognition
[Mesulam, 1998, 2008]. The neural mechanisms underlying
both perceptive evaluation and associative elaboration of a
given stimulus and the transition from the one to the other
still remain to be fully elucidated [Sathian et al., 2013;
Trachtenberg et al., 2002; Turennout et al., 2000]. Learning
and/or training can either improve an existing skill, ena-
bling a faster and/or more accurate stimulus analysis (e.g.,
perceptual learning), or it can lead to the acquisition of a
new skill accompanied by a shift in the underlying cogni-
tive process, which in turn enables a change in levels of
processing (LOPs).

Traditionally, LOPs have been studied in the context of
episodic memory research, where the LOP effect describes
a very robust and well-replicated behavioral phenomenon.
Specifically, attending to the meaning of a stimulus
(semantic; deep processing) is associated with a better
retention of the episodes compared to attending to the per-
ceptual aspects of the same stimulus (shallow processing;
for a review see Craik, 2002). LOP effects can be very
large, and, importantly, they can also occur in the absence
of any intention to encode the episode [Craik and Lock-
hart, 1972; Craik and Tulving, 1975; Kapur et al., 1994]. As
such, encoding seems to be a by-product of processing,
but current research is attempting to disentangle neural
mechanisms of processing and encoding. Due to the pri-
mary interest in episodic memory formation, LOPs have
been investigated mainly for skills and/or knowledge
already present when performing the task. A typical task
would e.g., involve the distinction between living and non-
living objects (word animacy task2deep processing) and
judging the number of syllables in a word (shallow
processing).

LOPs have been investigated in a number of brain imag-
ing studies, including both activation as well as connectiv-
ity analyses, which have begun to shed light on the
underlying neural correlates [Rose et al., 2015]. Using PET

imaging, Kapur et al. [1994] was the first to demonstrate
an increased activation in the left inferior frontal cortex
(IFC) during semantic analysis as compared to perceptual
analysis [Kapur et al., 1994]. Otten et al. [2001] using
fMRI, found greater activation in the medial frontal gyrus,
the ventral extent of the left IFC and the left parahippp-
campal gyrus in a word animacy task as compared to the
corresponding syllable task [Otten and Rugg, 2001]. More
recently, connectivity analyses have been performed to
investigate the interaction of various brain regions at dif-
ferent LOPs. Schott et al. [2013] could demonstrate differ-
ences in LOP-related hippocampal connectivity, suggesting
different roles for the left and right hippocampus for shal-
low and deep processing.

However, despite the progress that has been made in
LOP research, imaging studies in this field are usually
cross-sectional in their design, i.e., are performed at a
given time point, and little attention has been paid to the
pre-existing skills and knowledge, in particular their
acquisition, that enables a switch in processing. In con-
trast, numerous studies have been performed that have
specifically looked at dynamic changes over time in
human brain morphology, function and connectivity asso-
ciated with different types of learning, e.g. motor learning
[Draganski et al., 2004], perceptual learning [Frank et al.,
2014; Ilg et al., 2008; Sathian et al., 2013], and semantic
learning [Draganski et al., 2006; Schmidt-Wilcke et al.,
2010; Stein et al., 2012]. These studies closely looked at
pre-existing skills and tried to relate learning/practice
induced changes in performance to changes in brain mor-
phology or function. Different terms, such as neuroplastic-
ity, cortical plasticity, or reorganization, have been used to
capture the notion that the brain adapts to new environ-
mental demands on different levels, ranging from the syn-
aptic level to the neural circuitry of whole brain networks,
enabling the optimization of behavior and performance.
For functional brain imaging, Kelly and Garavan [2005]
suggested to classify changes in neural activity associated
with learning as either a redistribution or a reorganization
(proper). According to this classification, redistribution
consists of a combination of increases and decreases in
existing regional brain activity, whereas reorganization
(proper) comprises a recruitment of novel activation sites
and a shift in the cognitive process underlying task per-
formance [Poldrack, 2000]. The latter implies that different
tasks are being performed at the beginning and at the end
of the learning process [Debaere et al., 2004; Fletcher et al.,
1999]. Arguably, a shift in a cognitive process is in some
way based on a switch in processing. However, to our
knowledge, no imaging studies thus far have investigated
both neural correlates of learning that enable a cognitive
shift and neural correlates of different LOPs once the
learning process has been accomplished.

Using Morse code (MC), a method of transmitting text
information as a series of on-off tones, clicks, or lights
with different durations (short and long), we sought to

Abbreviations

BA, Brodmann Area;
FWE family wise error
IFC inferior frontal cortex
IPL inferior parietal lobule
ITC inferior temporal cortex
LOP levels of processing
LOSGO leave one subject per group out
MC Morse Code
OTC occipitotemporal cortex
SMA supplementary motor area
SEM standard error of means
STG superior temporal gyrus
STS superior temporal sulcus;
VWFA visual word form area

r From Perceptual to Lexico-Semantic Analysis r

r 4513 r



investigate both cognitive shifts as well as switches in
LOPs. MC can be presented in the context of a perceptual
task, e.g., aiming at the distinction between short and long
signals, or in the framework of a lexical task, e.g., aiming
at the assignment of a specific letter to a certain sound pat-
tern (pattern-to-letter/phoneme conversion). Within the
learning process a link is establish between an acoustic
pattern and an already existing letter representation sys-
tem, which encompasses both visual as well as phonologi-
cal letter representations. In this regard learning MC is
comparable to learning how to read (a modern Western
language) where children learn to decode text based on (a)
the understanding that spoken words are made up of pho-
nemes (phoneme awareness), (b) the familiarity with let-
ters (letter knowledge) and (c) the knowledge that letters
in written words represent phonemes (alphabetic princi-
ple). Decoding text is also assisted by the ability to sound
out regular words (cipher knowledge) or the ability to cor-
rectly pronounce irregular words (lexical knowledge)
[Hoover and Gough, 1990]. While the skilled reader
decodes written language rapidly by transforming a set of
letters into a visual word form, children at an early stage
often apply a letter-by-letter reading technique converting
consecutive single letters into phonemes [Perfetti and
Bolger, 2004]. In this regard, learning MC resembles early
reading, as words are processed letter-by-letter. In the fol-
lowing, we will refer to this pattern-to-letter conversion as
lexical analysis and to the corresponding learning process
as lexical learning. Since the decision of whether a train of
letters makes up a word or not requires additional seman-
tic processing, we will correspondingly refer to this as
semantic analysis. Of note in linguistics lexical knowledge
refers to the ability to sound out words, even if they do
not follow the conventional letter - phoneme relationship
[Hoover and Gough, 1990], while lexical identification
often refers to the assignment of a word to the sensory
input (chosen from a vocabulary of tens of thousands of
words); both terms should not be confused with the term
lexical analysis as used in this study, which operates on
the level of letters as opposed to words or morphemes.

Specifically we sought to address two questions. On the
one hand, it is unclear whether different LOPs rely on dif-
ferent patterns of brain activation, or whether a higher
LOP just recruits additional brain regions as an add-on to
the brain regions already engaged in the lower LOP. This
might be addressed more accurately when looking at
dynamic changes associated with the emergence of a new
LOP. On the other hand, little is known about the brain
activations associated with a lower LOP, once a higher
LOP and its new activation pattern have been established.
As such, it is conceivable that all LOPs elicit the new acti-
vation pattern, or alternatively, that the activation remains
very much dependent on the LOP applied. Using MC as a
model for learning and processing this study tried to
investigate both dynamic changes in brain activation over
time and LOP-related adaption in brain activity. We

hypothesized that the analysis of MC depends on a core
network and that depending on the LOP different brain
regions are additionally recruited to serve specific aspects
of the task, i.e. perceptual or lexico-semantic analysis. Spe-
cifically for the lexico-semantic task we hypothesized that
within the learning process a new network would evolve,
including regions known to be critically involved in lexical
processing, such as the left occipitotemporal (OTC) and
inferior temporal cortex (ITC), that would not be recruited
within the perceptual task [Nakamura et al., 2004; Poeppel
et al., 2012].

METHODS

Subjects

Data were collected from 18 healthy, young, right-
handed study participants (10 w, mean age 23 6 2 years)
with inconspicuous T1-weighted MR images. All subjects
were na€ıve to MC prior to the study. All participants gave
written informed consent prior to study enrolment.
The study was conducted in accordance with the Declara-
tion of Helsinki and approved by the Ethics Committee of
the Faculty of Psychology of Ruhr-University Bochum,
Germany.

Task and Training

Morse code is a method of transmitting text information
as a series of on-off tones, clicks, or lights. The Interna-
tional Morse Code encodes the ISO basic Latin alphabet,
some extra Latin letters, the Arabic numerals and a small
set of punctuation and procedural signals as standardized
sequences of short and long signals pictured as “dots” (•)
and “dashes” (—) (the duration of a dash is three times
the duration of a dot). Using a subset of 12 letters (A, D,
E, G, I, M, N, O, R, S, T, U) at a standardized presentation
speed, a highly controlled learning environment was set
up using an audio book. As indicated by pilot testing, this
procedure enabled a high percentage of study participants
to succeed in learning, yet with different performance lev-
els introducing sufficient variability to allow for correla-
tion analyses between performance and brain activation.

Study participants learned 12 letters within six super-
vised learning sessions within 10 days, with an adjourn-
ment of one weekend. Within the first training session,
four letters (E: •, N: — •, O: — — —, S • • •) were pre-
sented to the participants. Auditory stimuli were pre-
sented with varying presentation speeds (between 30 and
60 letters per minute) while participants were asked to
decipher the presented Morse code signals and to write
down the corresponding letters in a training protocol
folder. On the next day, the subsequent training started
with a repetition trial of the training session of the preced-
ing day. After the repetition phase, a new training session
was started which included two new letters on each
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subsequent training day (training day 2: R • — •, T —;
training Day 3: D — • •, U • • —; training Day 4: A • —,
I • •; training Day 5: G • — —, M — —). In the last train-
ing session (training Day 6), no novel letters were intro-
duced and the audio training only included a repetition of
the letters that were previously learned by the partici-
pants. At the end of each session, participants performed a
word—nonword discrimination task in which they had to
indicate in written form, if a presented three-letter-train
made up a word or a nonword. Only letters already
learned were used for this task. All participants under-
went two MRI sessions: one before the first training ses-
sion and one after the last training session (see Fig. 1).

In the scanner, Morse code was presented acoustically
in trains of three letters with a total duration of each train
between 1.1 and 2.6 s, depending on the respective signals.
The three-letter-trains made up a word, a nonword or the
well-known SOS signal. Furthermore, a sine wave tone
(“Beep”: 786 Hz, 2 s) was presented interleaved with the
other stimuli. Participants were taught to decode the SOS
signal prior to the first scanning session; both SOS and the
Beep sound served as a within session control stimuli (one
with and one without a Morse code sound pattern), the
processing of which was not expected to depend on a
learning process between the two MRI sessions. The three-
letter-trains of the different conditions were presented in
an event-related design, with a 9 s block and jittered
within this block for 0.5, 1, 1.5, 2, or 2.5 s to ensure proper

sampling of BOLD-response. All stimuli were randomized
for each session and participant.

Each subject underwent the same types of tasks twice in
the scanner (two runs pre and two runs post training),
using exactly the same set of stimuli. Participants were
asked to perform two different tasks, analyzing the tone
length of single stimuli (run 1 – perceptual analysis) or
meanings (run 2 – lexical analysis). For the perceptual task
participants were instructed to analyze the three-letter-
train and to decide whether the first and last Morse code
signal (dot or dash) was the same or not, yielding two dif-
ferent response options (left index and left middle finger,
respectively). When the Beep stimulus was presented, par-
ticipants were instructed to give the answer “same signal”
(left index finger), likewise for the SOS stimulus; SOS
starts and ends with a short signal: • • • | — — — | • •
• . In the second run, study participants were then asked
to translate the whole train of stimuli and decide whether
the letters made up a word (button 1) or a nonword (but-
ton 2), or whether it was a SOS signal (button 3) or the
control tone (button 4), adding up to four different
response options. In the first session before training, par-
ticipants were not able to translate the letters and were
therefore asked to answer intuitively (i.e., to guess) for the
words and non-words. For the SOS and the Beep stimulus
participants were instructed to give responses by button
press (buttons 3 and 4). They were specifically asked, not
to press the buttons 1 and 2 alternately, when words and

Figure 1.

Graphical scheme of the study set up. Decoding sessions were done in the Scanner. Learning

period was portioned in six sessions. Each session included repetition of previously learned let-

ters, learning new letters, and practicing 3-letter decoding. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]
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nonwords were presented. Both runs lasted for 20 min
and were paused after 10 min each to give the participant
a short rest in the scanner. See Figure 2 for a graphical
scheme of the presented tasks.

Responses were recorded during the fMRI sessions and
changes in performance both for the perceptual and the
lexico-semantic analysis were assessed using a two-way
ANOVA (factor 1: stimulus anlaysis (perceptual and lex-
ico-semantic); factor 2: time point). Specifically, we calcu-
lated the main effect of time (pre vs. post in both tasks) as
well as the interaction (stimulus analysis 3 time points) to
assess differences in task-related changes. To ensure that
participants knew the words that were presented in MC,
they were required to read all words and non-words that
were included in the paradigm and indicate whether they
were familiar with these words. This was done after the
last scanning session.

fMRI—Sequences

Magnetic resonance imaging (MRI) was performed on a
3.0 Tesla scanner (Philips Achieva 3.2, Best, Netherlands)
using a 32-channel head coil. High-resolution T1-weighted
data sets (TR 8.3 ms, TE 3.8 ms, FOV 256 3 256, yielding
220 transversal slices with a voxel size of 1.00 3 1.00 3

1.00 mm3 and reconstructed to 0.94 3 0.94 3 1.00 mm3)
were acquired first from all subjects. During the actual
task, T2*-weighted echo planar images (single shot EPI
with 908 flip angle, TR 2400 ms, TE 35 ms, FOV 224 3

224 mm2 with a voxel size of 2 3 2 3 3 mm3 yielding 36
slices in an ascending scan order without gaps) yielding
500 dynamic scans for each task were acquired.

fMRI—Preprocessing and Statistical Analysis

Functional images for both tasks were transferred from
the scanner to a windows work station (Win7, Intel Core
i5, 3.2 GHz) and converted from dicom to nifti (hdr-img
pairs) format using MRIconvert 2.0 (Lewis Center for Neu-
roimaging, University of Oregon). Preprocessing of func-
tional images was performed using SPM8 (Welcome
Department of Cognitive Neurology, University College,
London, UK) running under Matlab R2008a, (The Math-
works, USA).

The preprocessing steps included slice time correction,
unwarping, realignment for movement correction, spatial
normalization to the same stereotactic space (using SPM
EPI-template) and spatial smoothing (FWHM: 6 mm).

For both tasks and both scanning sessions statistical
analysis of the event related experiment was performed
using SPM8. The duration of each stimulus was con-
volved with the hemodynamic response function (HRF)
(Friston et al., 1995). One regressor for each of the four
conditions (words, nonwords, SOS and Beep) was mod-
eled for both tasks in the pre and post learning scan ses-
sions, irrespective of response accuracy, yielding 16
contrast-Images (4 conditions 3 2 tasks 3 2 time points),
which were used for the second level analysis. In this
analysis we were not interested in the neural correlates
of correct and incorrect answers, i.e., no additional
regressors differentiating between right and wrong
answers were created. This will be done in a subsequent
analysis. As in this study we were also not interested in
differences in brain activation elicited by words or non-
words, these two categories were merged. Furthermore

Figure 2.

Graphical scheme of the task performed in the scanner. Same

stimuli were used for both tasks. All stimuli were presented

acoustically and jittered within a 9 s block. B 5 Beep control

sound; nw 5 nonword (e.g., “dsa” - • • | • • • | • -), S 5 SOS,

w 5 word (e.g., “gag” - - • | • - | - - •). An example for trains

with same signals (long) at the beginning and at the end (S-s)

would be “gut” (“good”) which is encoded as - - • | • • - | -

[Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com.]
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six motion parameters (three for rotation and three for
translation) were added as nuisance variables to the first
level analyses.

In a second level analysis (random effects analysis) con-
trast images of each condition were analyzed using a flexi-
ble factorial design to examine differences between the
conditions; a repeated measures ANOVA was performed
to compare the different conditions and time points and to
create statistical maps. For correction for multiple compari-
sons see below. For both tasks all presented words and
nonwords were contrasted against the Beep serving as a
within session control stimulus. The mean reaction time
for each condition was added as a nuisance variable. The
following analyses (1-7) were performed:

Analysis 1

To investigate baseline brain activation for stimulus pre-
sentations before learning, words and nonwords were con-
trasted with the Beep control stimulus for both tasks
(perceptual and lexico-semantic). In Analysis 1a) we inves-
tigated brain activation associated with perceptual analysis
pre Morse code learning (preperceptual). In Analysis 1b) we
investigated brain activation associated with semantic
analysis pre Morse code learning (prelexico-semantic). Of
note, prior to learning study participants were not able to
decode any letters of MC; in this sense no lexical and/or
semantic analysis could be performed. As such the activa-
tion elicited in this task reflects no active work up of the
stimuli; this condition depicts a very basic activation pat-
tern serving as a baseline to describe differences pre and
post learning.

Analysis 2

To cross-sectionally compare the two different tasks
prior to learning, the differences between words/non-
words and Beep were then contrasted between the tasks,
yielding the contrasts prelexico-semantic>preperceptual (Analy-
sis 2a) and preperceptual>prelexico-semantic (Analysis 2b).

Analysis 3

In analogy to Analysis 1 the baseline brain activations
were contrasted post learning to investigate brain activation
patterns associated with perceptual analysis after MC learn-
ing (Analysis 3a: postperceptual) and with semantic analysis
post Morse code learning (Analysis 3b postlexico-semantic),
each contrasted by brain activation elicited by the Beep.

Analysis 4

Cross-sectional differences between the tasks for time
point 2 were calculated in Analysis 4. Brain activation
associated more with the semantic task as compared to the
perceptual task were contrasted as postlexico-semantic>post-

perceptual (Analysis 4a), whereas brain activations associated

more with the perceptual task as compared to the seman-
tic task were contrasted as postperceptual>postlexico-semantic

(Analysis 4b).

Analysis 5

Learning related changes in brain activation were inves-
tigated by longitudinally comparing the differences
between words/nonwords and the Beep for both tasks
separately. This led to the contrasts postperceptual>preper-

ceptual (Analysis 5a) and postlexico-semantic>prelexico-semantic

(Analysis 5b).

Analysis 6

To demonstrate where the changes in brain activation
elicited by MC stimuli (as compared to the Beep) increases
over time more in the lexico-semantic task than in the per-
ceptual task, the following contrast was calculated: (post-

lexico-semantic>prelexico-semantic)> (postperceptual>prepercep-

tual). This interaction analysis was performed in order to
investigate whether learning as a dynamic process in the
lexico-semantic task would be associated with new activa-
tions not seen in the perceptual task.

Analysis 7

Finally, for the comparison of perceptual and lexico-
semantic analysis (after learning) and for the comparison
of the lexico-semantic analysis (pre and post learning) we
performed multivariate analyses. Specifically, we were
interested whether we could train a linear support vector
machine (SVM), to differentiate between the two analysis
conditions, and identify patterns of brain activation spe-
cific to a certain condition. Successful classification pro-
vides an additional confirmation of the fact that significant
differences exist between the two conditions. Multivariate
analyses were performed using the Pattern Recognition for
Neuroimaging Toolbox (PRoNTo, Schrouff et al., 2013)
and a gray matter mask, yielding a feature vector consist-
ing of 113,480 voxels. Beta images, derived from the per-
ceptual and lexico-semantic analysis, respectively (words
and nonwords) at time point 2, were entered into the anal-
ysis (Analysis 7a). In brief, the objective is to derive a
data-based function from the data that can accurately pre-
dict the labels, i.e. perceptual or lexico-semantic analysis.
Classification was performed by training a linear SVM
(f(x) 5 w01wTx, where the weights w are the model param-
eters learned in the training phase and represent the rela-
tive contribution of each feature to the predictive task
[Schrouff et al., 2013]. A default regularization parameter
C 5 1 was applied. Classification accuracy was estimated in
a leave-one-subject-per-group-out manner (LOSGO). In a
first step, we tested whether the classifier performed signifi-
cantly better than chance level (50%), and in a second step
we projected the average weight maps back on a brain tem-
plate to visualize brain regions that contributed most to the
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classification as “perceptual” or “semantic’”(Figure 6). We
applied the same multivariate analysis strategy (LOSGO) to
classify beta images, derived from the lexico-semantic task
(words and nonwords) pre and post learning (Analysis 7b).

For the univariate analyses all reported contrasts are
thresholded at P< 0.05 (whole brain FWE corrected, voxel
level, with an extent threshold of k 5 50 voxel, except
Analysis 6 where we allowed a less stringent extent
threshold of k 5 10 voxels (due to the confirmatory nature
of this test). Reported coordinates are given in MNI-
coordinates. The analysis of SOS-related brain activation
will be part of future analysis and will not be reported
here. Of note, taking SOS as a control stimulus, instead of
the Beep, yielded the same results, and will therefore not
be reported separately. Anatomical labeling of brain
regions showing significant differences between tasks was
performed using the SPM8 extension XjView (http://
www.alivelearn.net/xjview8/). Visualization of results
was performed using MRIcron (http://www.cabiatl.com/
mricro/mricron/index.html).

RESULTS

Performance

All participants completed the learning phase and the
scanning sessions (no dropouts). There was a significant
effect of time (F2,17 5 86,74; P< 0.001). Post hoc t-tests
revealed that study participants performed significantly bet-
ter in both, the perceptual and lexico-semantic tasks in the
second run as compared to the first, showing a gain from

74.6% (SEM 6 4.25) to 86% (SEM 6 3.04, P< 0.05) in the per-
ceptual task and a gain of 42.6% (SEM 6 1.45) to 76.9%
(SEM 6 2.80, P< 0.001) in the lexico-semantic task. The inter-
action analysis revealed a significant interaction between
time and task (F2,17 5 19.38, P< 0.001), i.e. study participants
improved significantly more in the lexico-semantic task as
compared to the perceptual task. The given values are rela-
tive scores of correct answers, i.e., same/different for the
perceptual task, and words/nonwords for the semantic task
(sum of correctly identified words and nonwords divided
by all words and nonwords, see also Figure 3).

Brain Imaging

Analysis 1a (A-1a)

Comparing all words and nonwords in the perceptual
task (stimuli with same or different signals at the begin-
ning and the end) to the Beep control stimulus, we found
activations in the supplementary motor area (SMA), the
insula, the primary auditory cortex, the inferior frontal
gyrus and the inferior parietal lobule (IPL, BA 40) and one
cluster in the left superior parietal lobule (BA 7/precu-
neus). For details see Figure 4(A-1a) and Table I.

Analysis 1b (A-1b)

Comparing the same stimuli, words and nonwords to
the Beep in the lexico-semantic task we found a cluster in
the SMA and additional clusters in the left precentral
gyrus (BA 6) and the right inferior frontal gyrus (BA9).
See Figure 4 (A-1b).

Analysis 2a (A-2a)

When comparing prelexico-semantic>preperceptual we found
activations in the precuneus, the medial frontal gyrus
region and the temporo-parietal junction bilaterally. See
Figure 4(A-2a) and Table I. Since these regions are major
components of the default mode network, which is typi-
cally deactivated when a task is being performed, we then
extracted the signal intensities of the clusters. Relative sig-
nal increases during the lexico-semantic task as compared
to the perceptual task are based on less deactivation in the
lexico-semantic task.

Analysis 2b (A-2b)

However, in the opposite contrast, when comparing pre-

perceptual>prelexico-semantic we found a similar network as for
the perceptual task itself including activation in the supple-
mentary motor area (SMA), the insula, the primary auditory
cortex, the middle frontal gyrus and the inferior parietal
lobule (BA 40). For details of Analyses A-1 and A-2 (peak
coordinates and cluster extents) see Table I).

Figure 3.

Relative scores and standard error of means (SEM) of task per-

formances; pink: perceptual performance at time point 1, maroon:

perceptual performance at time point 2, light green: lexico-seman-

tic performance at time point 1, green: lexico- semantic perform-

ance at time point 2. There was a significant increase in

performance in both tasks (* 5 p< 0.05; ** 5 p< 0.001). [Color

figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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Analysis 3a (A-3a)

After completing the learning phase the perceptual task
(postperceptual) yielded the same activation pattern as the
pre learning condition (preperceptual). The SMA was acti-
vated as well as the STG, the insula, the middle frontal
gyrus and the inferior parietal lobule (BA 40) bilaterally.
See Figure 4(A-3a) and Table II.

Analysis 3b (A-3b)

The lexico-semantic task (postlexico-semantic) yielded a new
activation pattern after learning. In addition to the SMA, the
right inferior frontal gyrus and the left precentral gyrus and
the insula were activated bilaterally as well as the left infe-
rior parietal gyrus (BA40), the superior parietal gyrus (BA7),
a large cluster in the left inferior frontal cortex (including
BA 44/45) and the inferior temporal gyrus (BA20/fusiform
gyrus). For details see Table II and Figure 4(A-3b).

Analysis 4a (A-4a)

The between task comparison post learning for the anal-
ysis postlexico-semantic>postperceptual revealed clusters in the
left occipitotemporal cortex (OTC) (including both the fusi-
form gyrus and left inferior temporal gyrus) the left IFC,
as well as the left middle temporal gyrus. To demonstrate
the contribution of the conditions (word/nonwords and
Beep, during the perceptual and semantic analysis, pre-
and post learning), we extracted the eigenvariates from the
clusters and plotted the corresponding bar graphs (see Fig-
ure 5). For the cluster in the left OTC both the activation
elicited by words and nonwords (as compared to the
Beep) at time point 2 contributed to the contrast, while for
the left IFC it was mainly the activation elicited by words.

Analysis 4b (A-4b)

Contrasting postperceptual>postlexico-semantic yielded acti-
vation clusters in the SMA and the STG (including the
primary auditory cortices) bilaterally (see Figure 4 and
Table II).

Analysis 5a (A-5a)

Longitudinal analysis revealing learning related changes
in brain activation patterns over time did not show any
significant results in the perceptual task when comparing
the differences between words/nonwords and Beep post-

perceptual>preperceptual (see Figure 4).

Analysis 5b (A-5b)

When analyzing learning related changes in the lexico-
semantic task by contrasting postlexico-semantic>prelexico-

semantic, we found almost the same activation pattern as for
the basic contrast postlexico-lemantic (see analysis 3b) except

from the cluster in right BA9) but with additional clusters
in the caudate head bilaterally See Figure 4(A-5b).

Analysis 6 (A-6a)

The contrast (postsemantic>prelexico-semantic)> (postpercep-

tual>preperceptual) revealed significant activation clusters in
the caudate nuclei bilaterally (peak coordinates left
x 5 210, y 5 8, z 5 28, k 5 310 voxels; right x 5 18, y 5 12,
z 5 25, k 5 425 voxels), the left middle/inferior temporal
gyrus (peak coordinates x 5 244, y 5 256, z 5 22, k 5 11
voxels), the left inferior frontal gyrus (peak coordinates
x 5 240, y 5 26, z 5 16, 35 voxels) the left precentral gyrus
(BA 6, peak coordinates x 5 250, y 5 26, z 5 52, 20 voxels)
and in the supplementary motor area (SMA peak coordi-
nates x 5 26, y 5 0, z 5 61, 45 voxels).

Analysis 7a (A-7a)

In the multivariate analysis of the post learning condi-
tions (postperceptual and postlexico-semantic), 32 out of 36
images were classified correctly as being perceptual or
semantic (accuracy: 89%, chance level at 50%). A permuta-
tion test rejected the null hypothesis that this result was
obtained by chance (p 5 0.002). Visual inspection of the
weight vector w, used by the support vector machine to
distinguish between the conditions, indicates that multi-
variate analysis relied on regions similar to the ones found
by univariate testing. In particular, the signs of the weight
vectors were such that activation in the STG bilaterally
and the SMA contributed to the classification as perceptual
analysis, while activations in the left IFG and the left ITC,
but also in the caudate nuclei, the temporal pole and the
precuneus contributed to classification as semantic analysis
(Figure 6).

Analysis 7b (A-7b)

In the multivariate analysis of the semantic conditions
(prelexico-sematic and postlexico-semantic), 28 out of 36 images
were classified correctly as being pre or post learning
(accuracy: 78%, chance level at 50%). A binomial test
rejected the null hypothesis that this result was obtained
by chance (p 5 0.006). In particular, the signs of the weight
vectors were such that activation in the right premotor/
motor cortex contributed to the classification as prelexico-

semantic analysis, while activations in the left IFG and the
left ITC, but also bilaterally in the hippocampus contrib-
uted to classification as postlexico-semantic analysis.

DISCUSSION

In this study we sought to investigate the transition
from perceptual to lexico-semantic stimulus analysis asso-
ciated with a newly acquired skill, i.e. the ability to decode
MC. Given that the primary auditory cortex serves as the
sensory input channel to the cortex in both tasks, but that
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different tasks require the engagement of different net-
works, we were interested in determining how the net-
work involved in the lexico-semantic task would evolve
within the learning process and, moreover, to what degree
the networks recruited by the perceptual and lexico-
semantic tasks would differ. More specifically, we were
interested in differences in activation related to the LOP
(A4-a and A4-b) and changes over time related to learning
and cortical plasticity (A5-b).

As a main result, we report that both tasks engaged a
core network consisting of the left premotor cortex, the
SMA, and the left inferior parietal lobule (IPL) and that
depending on the task either the superior temporal gyrus
(STG) bilaterally for the perceptual task or the left OTC, as

well as the left IFG for the lexico-semantic task showed
task specific activations. The learning process on the other
hand, comparing the lexico-semantic task pre and post
learning, was associated with the activation of the core
network, the left OTC and the left IFG. While the activa-
tion of the core network is not specific to the lexico-
semantic task and can also be observed in the perceptual
task at baseline, we propose that the new activation seen
in the left OTC and the left IFG are closely related to the
cognitive shift underlying the new ability to decode MC
and in this regard reflects cortical reorganization and plas-
ticity. Of note, also increases in activations in the caudate
nuclei were observed in the lexico-semantic task. While
we appreciate that this is an interesting finding, possibly

Figure 5.

Brain activations of post lexico-semantic(words/nonwords> beep)> perceptual(words/nonwords> beep)

(Analysis 4a) overlaid on the MNI- template. Bar graphs show the eigenvariates of the respective

clusters separated in conditions. The same color code as in Figure 3 was used. [Color figure can

be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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related to procedural memory, we were more interested in
cortical networks in this study and will discuss the cau-
date activations elsewhere. From here we will refer to the
different cortical networks as the “core”, the “perception”
and the “lexico-semantic” network, respectively.

CORE NETWORK

Our results provide strong evidence for a mutual core
network, involved in both tasks, consisting of the left pre-
motor cortex, the SMA, and the left IPL. This core network
was activated by the perceptual task (pre and post learn-
ing) and by the lexico-semantic task (post learning). In the
lexico-semantic task pre learning only small activation
clusters in the SMA and the right inferior frontal gyrus
were observed. Importantly, for the lexico-semantic task at
baseline (pre learning) no comparison between any sig-
nals/letters had to be performed and as such no memory
load was created. Against this background, we hypothe-
size that the core network is involved in working memory.
Specifically for the premotor cortex, it is conceivable that
its strong activation might also be related to rhythm per-

ception [Grahn et al., 2011], prediction of sequential per-
ception [Schubotz et al., 2000; Schubotz and von Cramon,
2002] or internal sound production [Price et al., 2011]. For
example, short and long signals in the perceptual task are
assigned “dit” and “dah” sounds, respectively. After the
learning process, the compilation of internally-created
sounds (letters) may then also help to perform the lexico-
semantic task. However, in the case of internal sound pro-
duction, bilateral activation would be expected, which was
only observed in the perceptual task. This needs to be fur-
ther investigated in future studies.

LEVELS OF PROCESSING

Depending on the LOP, when comparing the perceptual
analysis and the lexico-semantic analysis (after learning)
either primary sensory cortices or higher association cortices
were engaged to handle specific task requirements. The per-
ceptual task was associated with a strong activation in the
SMA as well as in the STG bilaterally, encompassing the
primary auditory cortex and the posterior part of the tem-
poral sulcus (pSTS). The activation in the bilateral STG was

Figure 6.

Coefficients of the weight vector of the SVM analysis. Activations in regions with a strong nega-

tive weight (shown in blue) led to classification as “lexico-semantic analysis”, in regions with a

positive weight (shown in red), they led to classification as “perceptual analysis”. [Color figure

can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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significantly stronger in the perceptual task as compared to
the lexico-semantic task and did not change significantly
over time (of note, during lexical learning no specific per-
ceptual training was performed). The lexico-semantic task
on the other hand was associated with additional activa-
tions in the left OTC including the fusiform gyrus, and in
the left ITC including Broca’s area, after learning. Signifi-
cantly less activation was seen in the STG during the
lexico-semantic as compared to the perceptual analysis.

The STG, comprising the primary auditory cortex and the
STS, plays a major role in spectrotemporal analysis in early
sound processing [Hickok and Poeppel, 2007], but is also
known to serve as a unimodal (auditory) association area
[Goldberg et al., 2006]. Still at the prelexical stage the audi-
tory input is then processed along an antero-lateral path-
way (ventral stream). The anterior part of the STG plays a
role in basic object recognition, e.g. the distinction between
speech and environmental sounds [Rauschecker and Scott,
2009], whereas the posterior part of the STG seems to be
more involved in processing spatial information (dorsal
stream) [Kreher et al., 2008]. Interestingly, strong activation
in the STG was seen during the perceptual task only, indi-
cating an important role of this region in the processing of
basic sound features and related decision making.

The activation cluster in the left OTC seen during the
semantic analysis only, was mainly located in the left infe-
rior temporal gyrus and extended to the left fusiform
gyrus as well as to the left lateral occipital gyrus. This
region is of specific relevance to this study for several rea-
sons. First, in the context of (aural) speech processing, it
has been suggested that the middle and inferior portions
of the temporal lobe, as part of the ventral processing
stream, serve as a lexical interface that link phonological
to semantic information [Hickok and Poeppel, 2007]. Sec-
ond, the activation cluster also extended into the visual
word form area (VWFA). Although it is still a matter of
debate whether such a highly specialized region for visual
word identification actually exists [Kronbichler et al., 2004;
Price and Devlin, 2003], this region has repeatedly been
shown to be critically involved in the identification of
written words. Some authors have even suggested that a
subpart of the left fusiform gyrus in BA 37 might be spe-
cific to letter processing [Flowers et al., 2004; Pernet et al.,
2005; Polk and Farah, 1998], suggesting that the fusiform
gyrus sustains access to letter representation in memory.
Nonetheless, as pointed out, the fusiform gyrus and the
VWFA have been viewed as the part of the visual associa-
tion cortex primarily involved in decoding written lan-
guage, particularly involving early alphabetic processing
within the visual ventral stream. Our data provide evi-
dence that specific sound patterns can elicit brain activa-
tion in this region and we argue that this activation is
involved in sound pattern to letter conversion. We
hypothesize that during the learning process the STG func-
tionally connects to the left OTC, a process that may well
be supported by the practicing strategy where subjects

were required to write down letters after decoding them,
providing a visual control. This would be an example of a
cross-modal analysis strategy, where a unimodal stimulus
gains lexical access to a kind of knowledge (letter recogni-
tion) that in the personal history of the study subject has
predominantly been acquired through visuo-motor train-
ing. Finally in a previous study we found an increase in
gray matter density in participants learning Morse code
(the whole alphabet and numbers) [Schmidt-Wilcke et al.,
2010]. However, it remains unclear what exactly the neural
underpinnings of the observed structural changes are and
more research in the field of learning-associated neuro-
plasticity is needed to incorporate changes in brain func-
tion and brain structure into one conceptual framework.

The left IFC, comprising BA 44 and BA 45, plays a criti-
cal role in speech processing [Travis et al., 2013], speech
production [Wang et al., 2014] and lexical decision making
[Crepaldi et al., 2013], but has also been shown to play a
critical role in LOPs [Kapur et al., 1994; Otten et al., 2001;
Schott et al., 2013], such that tasks involving semantic
analyses (deep processing of written words) elicit specific
brain activation in the left IFC. The semantic task in this
study comprises various aspects of lexico-semantic proc-
essing, e.g. letter assembling, word composition, and lexi-
cal decision making. Heim et al. [2009], using fMRI and
effective connectivity analyses, could demonstrate that BA
44 and 45 within the IFC have strong intrinsic connections
and that BA 45 is modulated by the OTC in both phono-
logical decision as well as in lexical decision tasks. Inter-
estingly in our study neural activity in the OTC was
elicited by both words and nonwords alike, while the acti-
vation of the IFC seemed to be predominantly elicited by
words. In this regard it is tempting to hypothesize that,
after sound-to-letter conversion within the left OTC, word
composition and lexical decision making strongly rely on
the left IFC and its interaction with the left OTC. Our cur-
rent analyses do not allow an exact attribution of these
various functions to the specific regions or their interac-
tions, e.g. bottom up vs. top down modulation. This will
need to be addressed in future studies both investigating
interim steps, such as letter translation (without word
translation), and applying more sophisticated analyses
such as effective connectivity analyses, to assess the inter-
actions between various brain regions.

LEARNING AND CORTICAL PLASTICITY

In this study we also sought to investigate cortical
plasticity-associated learning and its relation to different
LOPs. For lexico-semantic processing, we report specific
changes in brain activation following learning, with new
regions being recruited, i.e. in the left IFC and the left
OTC, concurrent with a cognitive shift, which together ful-
fill the criteria of reorganization (proper), as suggested by
Kelly and Garavan [Kelly and Garavan, 2005]. Importantly,
the activation pattern flexibly adapts to the LOP, such that
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the perceptual analysis relies on the perception network,
showing strong activation in the STG with no activation in
the IFC or OTC. This has important implications for learn-
ing and learning-associated neuroplasticity. First, learning
leads to a functional extension of a core network, recruit-
ing new brain regions that can “handle” specific task
requirements. Second, depending on the study instructions
(perceptual vs. lexico-semantic), these new brain regions
are activated or are not activated, implying that study par-
ticipants switch between network extensions. Importantly,
the perceptual network contains brain regions that are not
(or at least to a significantly lesser degree) part of the
lexico-semantic network, implying that lexico-semantic
analysis is not just additive to perceptual analysis, but that
the two types of analyses rely on functionally distinct net-
works, despite a common underlying core.

For the perceptual task, subjects are likely to optimize
performance by focusing on a certain property of the stimu-
lus, e.g. tone length. This focus is reflected in brain activa-
tion in the STG bilaterally, which makes it conceivable that
different mechanisms such as signal amplification and/or
short term memory processes contribute to tone perception
and length discrimination. Although the assessment of tone
length is also relevant to the lexical part, the decision
“equally long” or “unequally long” is not. Quite the con-
trary, such a focus and the corresponding brain activation
likely interfere with the lexico-semantic task. Unlike the
perceptual task, the lexico-semantic task requires linking a
sound pattern to a memory trace (lexical access) eliciting an
additional information flow from the core network to the
left OTC and ITC. What exactly causes the recruitment of
specific task-relevant brain regions remains unclear. On a
behavioral level, engaging in a specific LOP requires an
attentional focus on specific stimulus features and the negli-
gence of others. On the neural level, specific attention to
certain features might lead to pre-activations in task-
relevant brain regions, subsequently allowing for the
recruitment of these regions by the core network.

LIMITATIONS

There are some limitations to our study that need to be
addressed. First of all, our lexico-semantic task is rather
complex and involves several aspects, i.e. a lexical part
(sound-to-letter conversion), as well as a semantic part
(the decision whether a specific three-letter-train makes up
a word, a nonword or the SOS signal). In future studies
participants should also perform a purely lexical task,
where they have to decide whether the first and the last
letter (in a three-letter-train) are the same or not, which
will help to further disentangle how specific regional brain
activation contribute to different aspects of the current
task.

MC in our task involves both the phonological as well
as visual letter representation systems. During training (six
sessions outside the scanner) study participants would

write down the letter after hearing the sound pattern,
which served the goal to easily asses performance after-
wards. By doing this, phoneme-to-grapheme conversion
(or sound pattern-to-grapheme conversion) and the related
brain activation might have become part of the analysis
strategy. In this study we cannot control for this potential
effect. Future studies will need to investigate whether
pure acoustic learning (without writing down the letters)
has an effect on performance and related brain activation.

Finally, when comparing the perceptual and the lexico-
semantic tasks, there was a difference in the complexity of
the response option. In the perceptual tasks, subjects
responded by two fingers indicating whether the first and
the last MC signal was the same or not. In contrast, sub-
jects were asked to decide between four response options
in the lexico-semantic task (involving four fingers).
Responses were given with the left hand. While we cannot
rule out that some differences in brain activation, e.g. in
the right premotor/motor cortex (A4-b, right hemisphere)
might indeed be related to differences in complexity of the
motor task, we are confident that specific activations in
language-sensitive areas in the left hemisphere are rather
related to the LOPs and/or the learning process. However,
future studies should adjust response options in both tasks
to rule out this potential confound.

CONCLUSIONS AND OUTLOOK

In summary we suggest that different LOPs, as investi-
gated in this study, rely on a mutual core network, and
that learning leads to a functional extension of this net-
work. However, depending on the task requirement, spe-
cific activations are seen either in the primary sensory
cortices (perceptual analysis) or in the newly-involved
higher association cortices (lexico-semantic analysis). As
such, the transition from perceptual to lexico-semantic
stimulus analysis is accompanied by a shift in brain activa-
tion. This shift, however, is flexible and adapts to the LOP
demanded by the task. To our knowledge, this is the first
study that has investigated both learning-associated neuro-
plasticity and neural correlates of LOPs within one study
design, demonstrating dynamic network extensions over
time, with a flexible, LOP-related recruitment pattern, a
process one might refer to as “adaptive neuroplasticity”.

Morse Code is a highly interesting and flexible tool to
investigate learning-associated neuroplasticity and neural
correlates of LOPs. In this study participants learned 12
letters, which required less than 2 weeks and provided a
well-controlled learning environment with respect to pre-
existing knowledge and practicing time, and, most impor-
tantly, elicited robust and reproducible brain activation. In
future studies this paradigm will also allow the investiga-
tion of more complex aspects of brain activation, such as
effective connectivity, which will be essential in determin-
ing the influence of one brain region upon another, i.e.,
the direction of information flow. In our scenario, for
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example, the interaction of the OTC and IFC needs to be
further investigated to disentangle bottom up vs. top
down modulation. It is conceivable that the OTC, as
hypothesized, is critically involved in sound-to-letter con-
version, while the IFC deals with letter assembly and
semantic decisions. On the other hand, in the conceptual
framework of the Bayesian brain and predictive coding
approaches, the IFC as a higher association cortex might
impose a set of predictions on the OTC (predictive proc-
essing), exerting a top down modulation. For this kind of
analysis both perceptual and lexico-semantic stimuli need
to be presented within one run, with cues indicating the
type of analysis to be performed for the upcoming stimu-
lus. Finally, additional LOPs can be added to the para-
digm, e.g. intermediate LOPs where study subjects have to
make decision with regard to the sound pattern that com-
pose single letters (not words). This would help to investi-
gate more precisely the roles of the IFC and OTC in sound
pattern analysis and sound-to-letter conversion without
the additional task of word composition. As such, further
studies are required to disentangle neural correlates of dif-
ferent LOPs and the learning-induced mechanisms that
allow the transition from one level to another.

ACKNOWLEDGMENT

The authors thank PHILIPS Germany for continuous scien-
tific support.

REFERENCES

Craik FI, Lockhart RS (1972): Levels of processing: A framework

for memory research. J Verb Learn Verb Beh 11:671–684.
Craik FIM (2002): Levels of processing: past, present and future?

Memory 10:305–318.
Craik FIM, Tulving E (1975): Depth of processing and the reten-

tion of words in episodic memory. J Exp Psychol Gen 104:268–

294.
Crepaldi D, Berlingeri M, Cattinelli I, Borghese Na, Luzzatti C,

Paulesu E (2013): Clustering the lexicon in the brain: A meta-

analysis of the neurofunctional evidence on noun and verb

processing. Front Hum Neurosci 7:303
Debaere F, Wenderoth N, Sunaert S, Van Hecke P, Swinnen SP

(2004): Cerebellar and premotor function in bimanual coordi-

nation: Parametric neural responses to spatiotemporal com-

plexity and cycling frequency. Neuroimage 21:1416–1427.
Draganski B, Busch V, Schuierer G, Bogdahn U, May A (2004):

Changes in grey matter induced by training Newly honed jug-

gling skills show up as a transient feature on a brain-imaging

scan. Nature 427:311–312.
Draganski B, Gaser C, Kempermann G, Kuhn HG, Winkler J,

B€uchel C, May A (2006): Temporal and spatial dynamics of

brain structure changes during extensive learning. J Neurosci

26:6314–6317.
Fletcher P, B€uchel C, Josephs O, Friston K, Dolan R (1999): Learn-

ing-related neuronal responses in prefrontal cortex studied

with functional neuroimaging. Cereb Cortex 9:168–178.

Flowers DL, Jones K, Noble K, VanMeter J, Zeffiro TA, Wood FB,

Eden GF (2004): Attention to single letters activates left extras-

triate cortex. Neuroimage 21:829–839.
Frank SM, Reavis Ea, Tse PU, Greenlee MW (2014): Neural mecha-

nisms of feature conjunction learning: enduring changes in occipi-

tal cortex after a week of training. Hum Brain Mapp 35:1201–1211.
Friston KJ, Holmes AP, Worsley KJ, Poline JP, Frith CD, Frackowiak

RSJ (1995): Statistical parametric maps in functional imaging: A

general linear approach. Hum Brain Mapp 2:189–210.
Goldberg RF, Perfetti Ca, Schneider W (2006): Perceptual knowl-

edge retrieval activates sensory brain regions. J Neurosci 26:

4917–4921.
Grahn JA, Henry MJ, McAuley JD (2011): FMRI investigation of

cross-modal interactions in beat perception: Audition primes

vision, but not vice versa. Neuroimage 54:1231–1243.
Heim S, Eickhoff SB, Ischebeck AK, Friederici AD, Stephan KE,

Amunts K (2009): Effective connectivity of the left BA 44, BA

45, and inferior temporal gyrus during lexical and phonological

decisions identified with DCM. Hum Brain Mapp 30:392–402.
Hickok G, Poeppel D (2007): The cortical organization of speech

processing. Nat Rev Neurosci 8:393–402.
Hoover WA, Gough PB (1990): The simple view of reading. Read

Writ 2:127–160.
Ilg R, Wohlschl€ager AM, Gaser C, Liebau Y, Dauner R, W€oller A,

Zimmer C, Zihl J, M€uhlau M (2008): Gray matter increase

induced by practice correlates with task-specific activation: A

combined functional and morphometric magnetic resonance

imaging study. J Neurosci 28:4210–4215.
Kapur S, Craik FI, Tulving E, Wilson AA, Houle S, Brown GM

(1994): Neuroanatomical correlates of encoding in episodic

memory: Levels of processing effect. Proc Natl Acad Sci USA

91:2008–2011.
Kelly AMC, Garavan H (2005): Human functional neuroimaging

of brain changes associated with practice. Cereb Cortex 15:

1089–1102.
Kreher BW, Schnell S, K€ummerer D, Kellmeyer P, Vry M-S,

Umarova R, Musso M, Glauche V, Abel S, Huber W, Rijntjes

M, Hennig J, Weiller C (2008): Ventral and dorsal pathways

for language. Proc Natl Acad Sci USA 105:18035–18040.
Kronbichler M, Hutzler F, Wimmer H, Mair A, Staffen W,

Ladurner G (2004): The visual word form area and the fre-

quency with which words are encountered: Evidence from a

parametric fMRI study. Neuroimage 21:946–953.
Mesulam M (2008): Representation, inference, and transcendent

encoding in neurocognitive networks of the human brain. Ann

Neurol 64:367–378.
Mesulam MM (1998): From sensation to cognition. Brain 121:1013–

1052.
Nakamura A, Maess B, Kn€osche TR, Gunter TC, Bach P, Friederici

AD (2004): Cooperation of different neuronal systems during

hand sign recognition. Neuroimage 23:25–34.
Otten LJ, Henson RN, Rugg MD (2001): Depth of processing

effects on neural correlates of memory encoding: Relationship

between findings from across- and within-task comparisons.

Brain 124:399–412.
Otten LJ, Rugg MD (2001): Electrophysiological correlates of mem-

ory encoding are task-dependent. Cogn Brain Res 12:11–18.
Perfetti CA, Bolger DJ (2004): The brain might read that way. Sci

Stud Read 8:293–304.
Pernet C, Celsis P, D�emonet JF (2005): Selective response to letter

categorization within the left fusiform gyrus. Neuroimage 28:

738–744.

r From Perceptual to Lexico-Semantic Analysis r

r 4527 r



Poeppel D, Emmorey K, Hickok G, Pylkk€anen L (2012): Towards
a new neurobiology of language. J Neurosci 32:14125–14131.

Poldrack Ra (2000): Imaging brain plasticity: Conceptual and meth-
odological issues—A theoretical review. Neuroimage 12:1–13.

Polk TA, Farah MJ (1998): The neural development and organiza-
tion of letter recognition: Evidence from functional neuroimag-
ing, computational modeling, and behavioral studies. Proc
Natl Acad Sci USA 95:847–852.

Price CJ, Crinion JT, MacSweeney M (2011): A generative model
of speech production in Broca’s and Wernicke’s areas. Front
Psychol 2:1–9.

Price CJ, Devlin JT (2003): The myth of the visual word form area.
Neuroimage 19:473–481.

Rauschecker JP, Scott SK (2009): Maps and streams in the auditory
cortex: nonhuman primates illuminate human speech process-
ing. Nature Neuroscience 12:718–724.

Rose NS, Craik FIM, Buchsbaum BR (2015): Levels of processing
in working memory: Differential involvement of fronto-
temporal networks. J Cogn Neurosci 27:522–532.

Sathian K, Deshpande G, Stilla R (2013): Neural changes with tac-
tile learning reflect decision-level reweighting of perceptual
readout. J Neurosci 33:5387–5398.

Schmidt-Wilcke T, Rosengarth K, Luerding R, Bogdahn U,
Greenlee MW (2010): Distinct patterns of functional and struc-
tural neuroplasticity associated with learning Morse code.
Neuroimage 51:1234–1241. Available at: http://www.ncbi.nlm.
nih.gov/pubmed/20346399 [Accessed November 8, 2012].

Schott BH, W€ustenberg T, Wimber M, Fenker DB, Zierhut KC,
Seidenbecher CI, Heinze HJ, Walter H, D€uzel E, Richardson-
Klavehn A (2013): The relationship between level of processing

and hippocampal-cortical functional connectivity during episodic
memory formation in humans. Hum Brain Mapp 34:407–424.

Schrouff J, Rosa MJ, Rondina JM, Marquand AF, Chu C,
Ashburner J, Phillips C, Richiardi J, Mour~ao-Miranda J (2013):
PRoNTo: pattern recognition for neuroimaging toolbox. Neuro-
informatics 11:319–337.

Schubotz RI, Friederici aD, von Cramon DY (2000): Time percep-
tion and motor timing: A common cortical and subcortical
basis revealed by fMRI. Neuroimage 11:1–12.

Schubotz RI, von Cramon DY (2002): Predicting perceptual events
activates corresponding motor schemes in lateral premotor cor-
tex: An fMRI study. Neuroimage 15:787–796.

Stein M, Federspiel A, Koenig T, Wirth M, Strik W, Wiest R,
Brandeis D, Dierks T (2012): Structural plasticity in the lan-
guage system related to increased second language proficiency.
Cortex 48:458–465.

Trachtenberg JT, Chen BE, Knott GW, Feng G, Sanes JR, Welker
E, Svoboda K (2002): Long-term in-vivo imaging of experience-
dependent synaptic plasticity in adult cortex. Nature 420:
788–794.

Travis KE, Leonard MK, Chan AM, Torres C, Sizemore ML, Qu Z,
Eskandar E, Dale AM, Elman JL, Cash SS, Halgren E (2013):
Independence of early speech processing from word meaning.
Cereb Cortex 23:2370–2379.

Turennout M, Van, Ellmore T Martin A (2000): Long-lasting corti-
cal plasticity in the object naming system. Nat Neurosci 3:
1329–1334.

Wang J, Mathalon DH, Roach BJ, Reilly J, Keedy SK, Sweeney JA,
Ford JM (2014): Action planning and predictive coding when
speaking. Neuroimage 91:91–98.

r Schlaffke et al. r

r 4528 r

http://www.ncbi.nlm.nih.gov/pubmed/20346399
http://www.ncbi.nlm.nih.gov/pubmed/20346399

