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Natural language processing (NLP) is a multidiscipli-
nary field that involves objectifying aspects of language. 
Specifically, it understands human language by leveraging 
statistical and linguistic knowledge. NLP’s potential for 
enhancing the administration, accuracy, and objectivity 
of clinical assessments in psychiatry has been touted, as 
well as its potential for promoting equity in health care. 
This can be achieved through large-scale administra-
tion/automation, which in turn can improve the quality 
and frequency of services, and better connect people to 
their support teams; particularly those from underserved 
and marginalized communities. However, implementing 
NLP for clinical assessment is a complex endeavor that 
requires robust systems for ensuring reliability, validity, 
transparency, human oversight, and legal regulation of 
the resulting algorithmic and technological solutions. 
Adoption of any technology has both intended and un-
intended consequences, and this will probably be the case 
when leveraging NLP technology within schizophrenia 
assessment. The excitement around NLP’s potential in 
assessment in schizophrenia research has an almost fren-
zied feel to it. This can be seen in the steady increase in 
scientific articles and editorials1–4 and healthcare appli-
cations (eg,5–7). This seems like a good moment for calm 
reflection to consider the need for explicit research frame-
works and trustworthy roadmaps for the journey ahead 
for both research purposes and for the eventual imple-
mentation of NLP-based tools in clinical practice. This 
themed issue of  Schizophrenia Bulletin intends to provide 
such a moment of thoughtful reflection; and in doing 
so, contribute to a pathway for implementation in main-
stream schizophrenia assessment. To do so we consider 

what realistically we should be expecting from machines 
and how we can meet this goal.

NLP, like many forms of digital phenotyping, can be 
leveraged for different purposes. NLP can be applied to 
a myriad of language media (eg, text, electronic medical 
records, spoken language, speech from a clinical inter-
view, ambient speech, and speech from a standardized 
neuropsychological task). It can be used to understand a 
myriad of aspects of psychosis (eg, conceptual disorgan-
ization, paranoia, neurocognitive functioning, psychoso-
cial functioning) and for a myriad of clinical purposes 
(eg, clinical decision making, diagnosis, symptom moni-
toring, medication side effects).

NLP can also complement the assessment process in 
different ways. It can help automate human clinical deci-
sion-making (eg, clinical diagnosis, symptom evaluation); 
a process that in effect aims to match human performance 
but improve clinical care through increased efficiency. It can 
also potentially enhance human clinical decision-making; 
a complementary process that bolsters human assessment 
by providing nonredundant information; in effect, per-
forming like medical laboratory assays. These outcomes 
seem related, and perhaps gradients of the same general 
process. Importantly, they are very different computation-
ally and methodologically particularly in how language is 
clinically interpreted. In the former, clinical abnormalities 
are defined in terms of human performance such that clin-
ical ratings, diagnosis, or other judgment become the chief  
criterion for developing NLP models and for interpreting 
individual performance. Human performance reflects 
an upper asymptote for machine performance and high-
performing models will contain any errors, biases, and 
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other limitations inherent in human judgment. In the 
latter, human performance is not necessarily central for 
developing NLP-based algorithms since abnormalities of 
language are largely defined in terms of other phenom-
enon; such as statistical frequency (eg, rare responses), 
putative biological mechanisms, linguistic dysfunctions, 
or clinical events.

Clearly, there is no isomorphic plan for NLP to be 
translated into mainstream schizophrenia assessment. 
And yet, there are critical issues any NLP technology 
must address for it to be implemented. An NLP solution 
will require explicit standardized disclosures of what it is 
meant to achieve, how it is being evaluated, and whether 
it achieves that mark. This involves communicating psy-
chometric properties of the NLP tool to relevant scien-
tific and regulatory communities, and as noted by Cohen 
et al.,8 this must be done in a much more systematic and 
comprehensive manner than has been undertaken to 
date. Standardized disclosure should target all appro-
priate stakeholders in an appropriately digestible way. 
Community disclosure has been proposed by the Data 
Nutrition Label project (https://datanutrition.org/), a 
project that resembles the mandatory nutrition facts we 
as consumers standardly expect on a cereal box. Such an 
understandable “label” consists of critical “ingredient” 
information including what the training data were com-
posed of (eg, dataset size, racial makeup), how the model 
was developed (eg, algorithm type), performance in-
formation (eg, false positives, false negatives), its assess-
ments (eg, fairness, bias attestations), validation studies 
(eg, safety, efficacy), specifications as to the algorithm’s 
purpose (eg, specific illness detection) and when the algo-
rithm was last updated.

The 5 articles in this themed issue identify central 
concerns for translating NLP clinical research into 
mainstream assessment in schizophrenia. Technological 
innovations in language assessment over the last cen-
tury, whether they be from standardized testing, ac-
cess to normative data, or the use of  digital timing/
stopwatches, have allowed clinicians to change their 
role (see 9; this issue). How humans cooperate with 
machine-based NLP solutions remains to be seen. 
Current standards for algorithmic systems for health-
care purposes emphasize that it is critical to harness 
“human-in-the-loop” practices—that enable collabora-
tion between humans and machines—as not to do so 
could be catastrophic (see 10; this issue). These struc-
tural safeguards—where AI systems act as intelligence 
augmentation for responsible professionals rather than 
as artificial intelligence replacing them—certainly can 
help towards decreasing known disparities that might 
otherwise emerge in automated systems (see 11; this 
issue), but they will not address the (growing) chal-
lenge of  what to do when there is a conflict between 
human judgment and machine, and nor what our ex-
pectations of  humans should be when these algorithms 

are implemented into remote monitoring applications. 
However, these concerns may seem a bit premature 
since at present—despite a growing number of  proof  of 
concept studies—the adoption of  these in mainstream 
assessment is hampered by the notable absence of  core 
research that evaluates the basic psychometric proper-
ties of  these measures, notably test-retest reliability, di-
vergent validity, systematic biases and the complexity 
associated with a slew of  potential moderators (see 8; 
this issue). Certainly, more collaboration with speech 
data across studies, languages, and nations, is necessary 
if  NLP is to really be implemented into mainstream 
schizophrenia assessment (see 12; this issue). Realizing 
the potential of  NLP, and translating it into mainstream 
schizophrenia assessment is a complex and arduous en-
deavor; and one that can be conceivably navigated by 
addressing the aforementioned key issues.
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