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Abstract

Objective—Accurate infant brain parcellation is crucial for understanding early brain 

development; however, it is challenging due to the inherent low tissue contrast, high noise, and 

severe partial volume effects in infant magnetic resonance images (MRIs). The aim of this study 

was to develop an end-to-end pipeline that enabled accurate parcellation of infant brain MRIs.

Methods—We proposed an end-to-end pipeline that employs a two-stage global-to-local 

approach for accurate parcellation of infant brain MRIs. Specifically, in the global regions of 

interest (ROIs) localization stage, a combination of transformer and convolution operations was 

employed to capture both global spatial features and fine texture features, enabling an approximate 

localization of the ROIs across the whole brain. In the local ROIs refinement stage, leveraging the 

position priors from the first stage along with the raw MRIs, the boundaries o the ROIs are refined 

for a more accurate parcellation.

Results—We utilized the Dice ratio to evaluate the accuracy of parcellation results. Results on 

263 subjects from National Database for Autism Research (NDAR), Baby Connectome Project 

(BCP) and Cross-site datasets demonstrated the better accuracy and robustness of our method than 

other competing methods.

Conclusion—Our end-to-end pipeline may be capable of accurately parcellating 6-month-old 

infant brain MRIs.
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1. Introduction

The parcellation of infant brain [1–2] MRIs is crucial for quantifying early brain 

development and analyzing brain structural and functional networks [3–4]. Over the years, 

numerous parcellation approaches have been proposed, such as atlas-based methods [5–8], 

clustering-based methods [9–11], graph-based methods [12–13], statistical methods [14–16], 

and surface-based methods [17–19]. Nevertheless, many of these methods fail to produce 

accurate results for infant brain MRIs. Recently, researchers have developed advanced, 

fine-grained brain parcellation techniques based on convolutional neural networks (CNNs). 

For instance, Fang et al. [20] and Tang et al. [21] successively proposed multi-atlas guided 

CNNs for brain image labeling. Hong et al. [22] introduced a spatially localized atlas 

network tile (SLANT) method to reduce computational demands. Coupe et al. [23] proposed 

an ensemble learning approach, named as AssemblyNet, for coarse-to-fine parcellation.

Although the aforementioned methods have demonstrated improved performance, they 

suffer from four significant limitations. First, most existing parcellation approaches were 

developed for adult brains and are inapplicable for infant brain MRIs with low tissue 

contrast, blurred boundaries, and dynamic appearance changes. Figure 1 illustrates the most 

challenging 6-month-old infant brains [24–25], with extremely low contrast between white 

matter (WM) and gray matter (GM), and blurred boundaries between different regions in 

the cortical regions [26–29]. In this work, we will focus on such challenging 6-month-old 

infant brain MRIs parcellation task [27]. Second, most current infant brain parcellation 

methods follow a step-by-step manner. As shown in Table 1, Infant FreeSurfer [24] and 

iBEAT [25] are the only methods that can process 6-month-old infant MRIs, and both 

involve several steps, such as image preprocessing, skull stripping, cerebellum removal, 

tissue segmentation, and parcellation (Figure 2). A failure in any of these steps can result in 

a flawed and unreliable parcellation outcome. Third, the CNNs-based architecture is often 

limited by the local receptive field, making it difficult to perceive the spatial distribution 

of the whole brain. Finally, deep-learning-based methods are susceptible to cross-site issues 

due to variations in scanners between sites, resulting in inconsistent performance across 

different sites [27].

Recently, transformer architectures have gained attention for their ability to capture global 

spatial information [35–37]. Inspired by this advance and to address the above limitations, 

we propose an “end-to-end” pipeline for infant brain MRIs parcellation, which employs 

a global-to-local strategy with two stages: global regions of interest (ROIs) localization 

and local ROIs refinement. In the first stage, we use a combination of transformer and 

convolution operations to roughly locate ROIs throughout the brain. In the second stage, 

we refine the boundaries of the ROIs using position priors generated in the first stage and 

raw MRIs, resulting in a more precise parcellation. Notably, our pipeline requires minimal 
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preprocessing (i.e., N4 inhomogeneity correction [38]), as shown in Figure 2, reducing 

potential errors from preprocessing steps. We evaluated the effectiveness of our method 

using 263 subjects from four 6-month-old infant MRI datasets and compared it with other 

competing methods.

The paper is structured as follows. Section 2 provides an overview of the datasets used and 

introduces the proposed pipeline. In Section 3, we present the results from experiments on 

different 6-month-old datasets. Finally, Section 4 offers a discussion of the results.

2. Methods

2.1. Dataset acquisition and image preprocessing

In this research, T1w and T2w MRIs were obtained from multiple datasets, as detailed in 

Table 2 along with the respective imaging parameters. All imaging protocols and studies 

were approved by the Institutional Review Boards (IRBs) at each clinical site, and written 

informed consent was obtained from all parents or legal guardians of the infants. At the time 

of scanning, all infants were approximately 6 months old.

NDAR dataset: 330 subjects were randomly selected from the NDAR [39] and were 

acquired with both T1w and T2w MR images, using a Siemens scanner equipped with 

a 12-channel head coil. During the scan, the infants were asleep and their heads were 

fixed in a vacuum device. According to the annotation protocols for the cerebrum (http://

www.neuromorphometrics.com/ParcellationProtocol-2010-0405.PDF) and cerebellum [40], 

each subject was manually divided into 146 ROIs, with 129 ROIs for the cerebrum and 17 

ROIs for the cerebellum.

BCP dataset: 83 unlabeled subjects with T1w and T2w MR images were from the BCP 

[41]. All images were acquired on Siemens scanners while infants were naturally sleeping, 

wearing ear protection and a head vacuum-fixation device.

Cross-site dataset: 10 unlabeled subjects with T1w and T2w MR images were collected from 

two clinical sites with distinct imaging protocols and scanners. Five subjects were imaged 

using a GE scanner, while the other five were imaged using a Philips scanner.

For the image preprocessing, two basic steps were carried out: uniform resampling to a 

resolution of 1.0 × 1.0 × 1.0 mm3 and correction of intensity inhomogeneity [38]. 160 

subjects from the NDAR dataset were utilized for training. The remaining subjects from 

multiple sites were used for testing, including 170 subjects from the NDAR, 83 subjects 

from the BCP, and 10 subjects from the Cross-site.

2.2. Methods

Our end-to-end pipeline is following a global-to-local strategy with two stages: (1) global 

ROIs localization, and (2) local ROIs refinement, as depicted in Figure 3. The first stage 

utilizes a combination of transformer and convolution operations to extract both global 

spatial features and local texture features comprehensively. This allows for the rough 

localization of ROIs within the whole brain space. In the second stage, the convolution 
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operation is used to further refine the boundaries of the ROIs by leveraging the global 

personalized position priors obtained in the first stage, in conjunction with the raw MRIs. 

This refinement results in a more accurate identification of the ROIs.

2.2.1. Global ROIs localization stage—The global ROIs localization network is 

designed to explore the spatial information of ROIs throughout the whole brain space. The 

network is an extension of the 3D UNet architecture [42] and incorporates transformer and 

convolution operations in the encoder to integrate multi-scale spatial information, as shown 

in Figure 4. Each layer in the encoder of the network consists of a transformer module 

(TM) and a convolution module (CM). The TM captures global spatial information by 

representing sequences, while the CM extracts local texture details through local receptive 

fields. These features are concatenated and utilized in subsequent operations to achieve 

a comprehensive extraction of spatial information. To generate precise position priors for 

each ROI in the whole brain space, the global ROIs localization network is operated on 

whole-brain images that contain complete spatial information. The network then outputs a 

corresponding probability map for each ROI. To balance performance and GPU memory, the 

resolution of the whole-brain images is downsampled from 1 × 1 × 1 mm3 to 2 × 2 × 2 

mm3. The loss function of the global ROIs localization network combines Soft Dice loss and 

Cross-Entropy loss [43]. Table 3 provides the specific configurations of TM and CM, which 

will be further discussed in the following sections.

Transformer Module.: Vision Transformer (ViT) [35–37] has successfully adapted the 

transformer architecture from the field of natural language processing to computer 

vision. It captures global spatial information by inputting an embedded one-dimensional 

sequence, allowing for a comprehensive understanding of the spatial relationships between 

different regions of an image. Given an input volume x ∈ R H × W × D × C  with a size of 

H, W , D  and C channels, we first divide the image into flattened non-overlapping patches 

xv ∈ R N × P3 ⋅ C , where (P , P , P) denotes the size of patch and N = H × W × D /P3 is 

the length of the sequence. Then, these patches xv are mapped into d-dimensional embedding 

space using a trainable linear projection. In order to encode patch spatial information, 

1D learnable positional embedding Epos ∈ R N × d  is added to the patch embeddings 

E ∈ R P3 ⋅ C × d  as follows:

z0 = xv
1E; xv

2E; …; xv
NE + Epos

(1)

After the embedding layer, we perform a layer normalization operation Norm  on the 

sequence of embeddings, and then employ a multi-head self-attention (MSA) mechanism 

[44–45] to attend to different parts of the sequence with varying weights, which can be 

written as:

zi
′ = MSA Norm z i − 1 + z i − 1 , i = 1…L

(2)
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where i  denotes the identifier of the transformer block and L denotes the number of 

transformer operations. Specifically, MSA learns the mapping between the query q  and the 

key k  in a sequence z ∈ RN × d to measure the attention weights A as following [46–47]:

A = Softmax qkT / d

(3)

where d is the dimension of embedding space used to maintain qkT  as a constant value 

across different space scales. According to the computed attention weights A, the output of 

MSA can be expressed as Av, where v is the value representations in a sequence z ∈ RN × d.

The output of MSA adds its input sequence of embeddings zi − 1 as an intermediate result zi
′

to participate in the subsequent progression. The zi
′ is normalized first by layers and then by 

performed multilayer perceptron (MLP), which can be defined as:

zi = MLP Norm zi
′ + zi

′, i = 1…L

(4)

The MLP contains two linear layers with GELU activation functions, and the summation zi

of its input and output is the final feature output of the transformer block.

To reconcile the difference between the embedding and convolution space, we transform the 

feature tensor of the transformer from the embedding space to the convolution space. The 

reshaped transformer features are then combined with the convolutional features from the 

same layer, resulting in the final output of the feature extraction.

Convolution Module.: Inspired by the proven success of UNet for a multitude of 

medical image segmentation tasks, the design of our Convolution Module is based on a 

dual convolution structure. Both convolution operations have a uniform implementation, 

employing 3 × 3 × 3 kernels with zero padding, followed by an instance normalization (IN) 

layer and a LeakyRelu activation function.

Additionally, in the training stage, we split the training set into two subsets of equal size 

and train two separate global ROIs localization subnetworks. The cross-tested probability 

maps generated by these subnetworks are then used in the training of local ROIs refinement 

network.

2.2.2. Local ROIs refinement stage—To achieve precise differentiation of the 

boundaries of localized ROIs, we employ a local ROIs refinement model that operates in the 

original resolution space, leveraging the probability map of each ROI from the first stage and 

the raw MRIs. Firstly, we upsample the probability maps of ROIs to the original resolution 

(1 × 1 × 1 mm3) and concatenate them with the raw MRIs. Then, this concatenated data is 

used to train the local ROIs refinement network, which produces an optimized parcellation 

result. For this model, we use the 3D UNet architecture [42], renowned for its ability 
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to preserve fine details through consecutive convolution operations. During training, we 

employ the Cross-Entropy loss function.

2.2.3. Implementation details—The proposed global ROIs localization network and 

the local ROIs refinement network were implemented on a single Tesla V100-SXM2 GPU 

(16GB) utilizing the PyTorch framework. For the global ROIs localization network, the 

ViT-B16 architecture from MONAI (https://doi.org/10.5281/zenodo.4323059) was adopted 

and optimized using the AdamW optimizer. The learning rate was set at 0.0001, with 

a warmup cosine annealing decay. For the local ROIs refinement network, the AdamW 

optimizer was used with a learning rate of 0.01, and a warmup cosine annealing decay was 

applied [48–49].

2.2.4. Evaluation metrics—The parcellation results were quantitatively evaluated by 

the Dice ratio, including DiceBR, which reflects the average parcellation performance of 

all brain regions, and DiceBR, which represents parcellation performance weighted by the 

proportion of each region in the whole brain volume. The DiceBR ratio was defined as:

DiceBR Gi, P i = 2 × GiP i
Gi + P i

(5)

where Gi and P i denote the number of voxels in ith brain region from the ground truth and 

prediction result, respectively. The DiceW B ratio was calculated by:

DiceW B(G, P ) =
i = 1

N Gi
G × 2 × GiP i

Gi + P i

=
i = 1

N Gi
G × DiceBR Gi, P i

(6)

where G and P  denotes the number of voxels of the whole brain from ground truth and 

prediction result, and N is the number of brain regions.

3. Results

To thoroughly evaluate the performance of our pipeline on infant brain parcellation, we 

validated it on a total of 263 subjects aged 6 months from four datasets. These included 

170 subjects acquired by Siemens scanners from the NDAR dataset, 83 subjects acquired 

by Siemens scanners from the BCP dataset, 5 subjects acquired by a Philips scanner, and 5 

subjects acquired by a GE scanner.

Competing Methods.

We compared the performance of our pipeline with three state-of-the-art brain parcellation 

methods, including Infant FreeSurfer [24], SLANT [22], and AssemblyNet [23]. Infant 

FreeSurfer is a well-established infant brain image processing tool, while AssemblyNet 
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and SLANT have demonstrated effective performance for parcellation of lifespan datasets 

(1–90 years old) and children’s dataset, respectively. Since the SLANT and AssemblyNet 

methods can only be applied to T1w MRIs, all parcellation methods in the comparison were 

conducted on T1w MRIs to ensure a fair comparison. To ensure consistency in the ROIs of 

the parcellation results for comparison, we merged certain labels from our results to match 

those of Infant FreeSurfer, SLANT, and AssemblyNet.

3.1. Quantitative evaluation on the NDAR dataset

To evaluate the parcellation performance of our pipeline, we tested it on 170 six-month-old 

subjects from the NDAR dataset. The whole brain was divided into 129 functional regions 

for the cerebrum and 17 functional regions for the cerebellum. The average DiceBR ratios 

of 170 subjects across 146 ROIs in the cerebrum and cerebellum are presented in Figure 5. 

Our pipeline demonstrates favorable performance in almost all brain regions, with over 80% 

accuracy in 101 of 129 cerebral regions and 14 of 17 cerebellar regions.

We compared our pipeline with three competing methods (Infant FreeSurfer, SLANT, 

and AssemblyNet) by merging certain ROIs from our parcellation. Figure 6 shows the 

parcellation results obtained by our method and the other three competing methods on a 

randomly selected subject from the NDAR dataset, with the upper three rows corresponding 

to the cerebrum and the bottom three rows corresponding to the cerebellum. Table 4 

presents the average quantitative results of our method and the competing methods for 

DiceBR and DiceW B on 170 subjects from the NDAR dataset in both the cerebrum and 

cerebellum. Visual inspection of the cerebrum parcellation results in Figure 6 reveals 

that our pipeline demonstrates excellent performance in brain parcellation for 6-month-old 

infants, with higher overall consistency with ground truth. Specifically, the parcellation 

results of Infant FreeSurfer, SLANT, and AssemblyNet showed a significant portion of 

missing WM compared to the ground truth, while our pipeline obtained a more complete 

and reasonable WM, as shown in the third row of Figure 6. In terms of GM extraction, 

our method preserved better brain sulci and gyri structures compared to the other three 

competing methods, demonstrating the advantage of our pipeline in cortical parcellation, 

as shown in the second row of Figure 6. The quantitative analysis in Table 4 further 

demonstrates the superiority of our pipeline over the other competing methods in infant 

brain parcellation, with higher DiceBR and DiceW B ratios.

A more detailed comparison of the parcellation results for the cerebellum, as shown in the 

lower three rows of Figure 6, further confirms the superiority of our method in white matter 

(WM) extraction compared to the competing methods. This advantage is also reflected in the 

higher DiceBR/DiceW B ratios achieved by our method.

3.2. Qualitative evaluation on the BCP dataset

Figure 7 displays a visual comparison between our pipeline and three other competing 

methods on a randomly selected subject from the BCP dataset. The top three rows depict the 

cerebrum, and the bottom three rows depict the cerebellum. While ground truth parcellation 

is unavailable, we can still assess performance through visual inspection. Our pipeline 

extracts more reasonable WM structures that are more consistent with the T1w MRIs, as 
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shown in the third and sixth rows, while the other competing methods fail to extract WM 

due to the low tissue contrast in the T1w MRIs. Furthermore, our method outperforms 

the other methods in dividing the cortical area, as evidenced in the second and fifth rows, 

producing more reasonable cortical folding.

3.3. Qualitative evaluation on the cross-site data with different scanners

To evaluate the performance of our parcellation pipeline on imaging data from different 

scanners, we tested it on 5 Philips scanner imaging data and 5 GE scanner imaging data. 

Figure 8 shows the parcellation results for the cerebrum and cerebellum acquired from each 

respective scanner. Through visual inspection, our pipeline effectively divided the brain into 

functional/anatomical regions with correct sulcus and gyrus structures. Furthermore, the 

parcellation results for the WM in the fourth column are structurally sound and consistent 

with the T1w MRIs. Overall, our pipeline demonstrates robustness to imaging differences 

caused by different scanners and produces satisfactory parcellation results in both the 

cerebrum and cerebellum.

4. Discussion

In the global ROIs localization stage, our pipeline utilizes a combination of transformer 

module (TM) and convolution module (CM) to reinforce an accurate understanding of the 

spatial position of ROIs in the whole brain space. For simplicity, we refer to the network 

combining TM and CM as TCNet. To quantitatively evaluate the performance improvement 

attributable to TCNet, we compared its parcellation results with those of UNet [42] and 

UNETR [43] methods on the NDAR dataset. UNet only uses convolution operations to 

capture features, while UN-ETR only extracts features based on transformer operations. 

Specifically, TCNet, UNet, and UNETR all utilize the whole-brain image-based learning 

approach and were trained on 160 downsampled subjects from NDAR, each with a size 

of 96 × 96 × 96 voxels (2 × 2 × 2 mm3). We assessed their parcellation performance 

using 170 testing subjects from the NDAR dataset. Table 5 presents the average DiceBR 

and DiceW B ratios of all brain regions for all 170 subjects, and Figure 9 displays the 

average DiceBR ratios for all subjects corresponding to 146 brain regions. As shown in 

Figure 9, UNETR correctly located all brain regions, while UNet failed in some regions, 

demonstrating the positive effect of transformers on acquiring position information in the 

whole brain space. Furthermore, for the regions that were correctly located, UNet achieved 

a higher DiceBR ratio, indicating that detailed information acquired through convolution 

operations plays a significant role in the quality of the parcellation results. In contrast, 

TCNet, which leverages both TM and CM, not only correctly located all brain regions but 

also outperformed both UNETR and UNet in terms of DiceBR and DiceW B. These results 

demonstrate that the combination of TM and CM, as proposed, can indeed enhance the 

performance of parcellation in infant brain.

Our proposed pipeline consists of two stages: first, locating the position of ROIs in 

the whole brain space, and second, fine-tuning the boundary details. To demonstrate the 

advantage of this two-stage approach over a one-stage approach, we conducted two groups 

of experiments on the NDAR dataset using TCNet. One group used a patch-wise strategy 
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(TCNet), and the other group adopted our global-to-local framework (f-TCNet). TCNet was 

trained on 160 NDAR training subjects in the original space by building patches of size 64 

× 64 × 64 voxels (1 × 1 × 1 mm3). For f-TCNet, the global ROIs localization network was 

first trained on 160 downsampled whole-brain images from NDAR with a size of 96 × 96 × 

96 voxels (2 × 2 × 2 mm3), and personalized probability maps were generated corresponding 

to each brain region. Using these probability maps generated in the first stage, together 

with raw MRIs, f-TCNet then trained the local ROIs refinement stage by cropping patches. 

We used 170 subjects from the NDAR dataset to evaluate the parcellation performance of 

TCNet and f-TCNet. Figure 10 provides the parcellation results obtained by TCNet and 

f-TCNet on one randomly selected image from the NDAR dataset and Table 6 presents the 

average DiceBR and DiceW B ratios of all subjects. The results show that f-TCNet provides 

more precise parcellation results that are consistent with the ground truth. This is because 

the patch-wise strategy fails to consider the spatial position of ROIs in the whole brain 

space, leading to inaccurate or missing ROIs, particularly cortical area. In contrast, the 

f-TCNet method can successfully locate each ROI’s position in the whole brain space and 

further achieve more accurate parcellation results, with the most significant performance 

improvement in the cortical region, as evidenced by higher DiceBR.

In this section, we thoroughly evaluated the effectiveness of incorporating multimodal 

images (i.e., T1w and T2w MRIs) on our pipeline’s performance by conducting experiments 

on 170 subjects from the NDAR dataset. Table 7 presents the average quantitative results of 

our pipeline on T1w+T2w MRIs and T1w MRIs. The results show that our method achieves 

slightly higher parcellation accuracy on multimodal images than on T1w MRI alone, in both 

the cerebrum and cerebellum. Moreover, the variance of the parcellation results obtained 

with multimodal images is smaller, indicating that the incorporation of T1w and T2w MRIs 

enhances parcellation performance.

We have developed an end-to-end pipeline for parcellating infant brains using raw MRIs. 

Our pipeline consists of two stages: a global ROIs localization stage and a local ROIs 

refinement stage. In the global ROIs localization stage, we utilized a combination of 

transformer and convolution operations to integrate global spatial features and local texture 

features. The latter stage focused on improving boundary details using convolution. Our 

pipeline was tested on 263 subjects aged 6 months from various sites, and the results showed 

that our pipeline outperformed other published pipelines and was robust to the cross-site 

issue.

However, there are still some limitations to our pipeline. Firstly, in the global ROIs 

localization stage, we divided the TM and CM components into two independent paths, 

which could be further optimized in future research. Secondly, a unified framework 

that integrates global position information and local boundary details from whole-brain 

images would lead to better parcellation results. However, this approach requires careful 

consideration of computational cost and parcellation accuracy.
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Figure 1. 
Isointense infant images (5–8 months old) exhibit extremely-low tissue contrast due to 

inherent myelination and maturation, with (a) T1w MRI, (b) T2w MRI, (c) regions of 

interest (ROIs), and (d) contours of selected ROIs. The color-coding represents different 

ROIs, with green for the left middle frontal cortex, red for the left triangular portion of the 

inferior frontal gyrus, and flesh pink for the left cerebral white matter.
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Figure 2. 
Conventional “step-by-step” pipeline v.s. the proposed “end-to-end” pipeline.
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Figure 3. 
The architecture of the proposed global-to-local framework for infant brain parcellation 

is composed of two key stages: the global ROIs localization stage and the local ROIs 

refinement stage. The former utilizes a combination of transformer and convolution to 

identify the preliminary position of the ROIs in the whole brain space. The latter then refines 

the boundaries of the ROIs using convolution.
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Figure 4. 
The architecture of the global ROIs localization network, with the integration of transformer 

and convolution.
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Figure 5. 
The average DiceBR ratio for 170 subjects from the NDAR dataset for the cerebrum and 

cerebellum using the proposed pipeline.
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Figure 6. 
Examples of an infant brain MR image from the NDAR dataset and the parcellation results 

for the cerebrum and cerebellum obtained using Infant FreeSurfer, SLANT, AssemblyNet, 

the proposed pipeline, and the corresponding ground truth.
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Figure 7. 
Examples of an infant brain MR image in the BCP dataset and corresponding parcellation 

results for cerebrum and cerebellum produced by Infant FreeSurfer, SLANT, AssemblyNet 

and the proposed pipeline.
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Figure 8. 
Examples of two infant brain MR images scanned by a GE scanner and a Philips scanner, 

and their parcellation results on cerebrum and cerebellum produced by the proposed 

pipeline.
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Figure 9. 
The average DiceBR ratios of parcellation results of all subjects corresponding to 146 brain 

regions in the global ROIs localization stage for UNETR, UNet, and TCNet on the NDAR 

dataset.
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Figure 10. 
Examples of an infant brain MR image from the NDAR dataset and resulting parcellation 

produced by TCNet, f-TCNet and the corresponding ground truth.
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Table 4

The average DiceBR and DiceWB ratios for the cerebrum and cerebellum by different methods on the NDAR 

dataset (%)

Methods Cerebrum Cerebellum

DiceBR DiceWB DiceBR DiceBR

Infant FreeSurfer 32.90±1.50 47.25 ±0.79 45.27±1.13 50.65±1.27

Proposed 87.40±6.76 89.59 ±6.67 85.12±5.43 86.70±5.39

SLANT 57.73±2.89 62.91 ±2.92 61.91±1.21 70.80±0.95

AssemblyNet 62.35±3.08 67.86 ±2.83 63.16±1.75 72.25±1.05

Proposed 81.47±1.51 87.00 ±1.22 79.91±2.94 86.77±0.84
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Table 7

The average DiceBR ratios using our pipeline on the NDAR dataset (%)

Modality Method DiceBR in cerebrum DiceBR in cerebellum

T1w Proposed 81.47±1.51 79.91±2.94

T1w, T2w Proposed 81.96±0.99 81.29±1.43
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