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ABSTRACT: For more than half a century computer simulations were developed and
employed to study ensemble properties of a wide variety of atomic and molecular systems
with tremendous success. Nowadays, a selection of force-fields is available that describe the
interactions in such systems. A key feature of force-fields is an adequate description of the
electrostatic potential (ESP). Several force-fields model the ESP via point charges positioned
at the atom centers. A major shortcoming of this approach, its inability to model anisotropies
in the ESP, can be mitigated using additional charge sites. It has been shown that nitrogen is
the most problematic element abundant in many polymers as well as large molecules of
biological origin. To tackle this issue, small organic molecules containing a single nitrogen
atom were studied. In performing rigorous scans of the surroundings of these nitrogen atoms,
positions where a single extra charge can enhance the ESP description the most were
identified. Significant improvements are found for ammonia, amines, and amides.
Interestingly, the optimal location for the extra charge does not correlate with the chemically
intuitive position of the nitrogen lone pair. In fact, the placement of an extra charge in the lone-pair location does not lead to
significant improvements in most cases.

B INTRODUCTION water models, where the point charge of the oxygen is moved
toward the hydrogens along the bisector of the HOH angle. A
combination of an OCC and an EC is used in the early ST2
model®® and the more recent TIPSP-type models.**** Here,
the two lone-pairs of the oxygen are represented by point
charges, while again no charge is located at the center of the
oxygen atom. Finally, the very recent TIPSP/2018 model*
makes use of five point charges. Three of them are located at
the atoms’ centers, while two ECs represent the lone-pairs.

Atomistic and molecular simulations are one of the most
common tools employed in numerical statistical mechanics.
They can be utilized to study very diverse systems spanning
atoms, small molecules, peptides, colloids, polymers, and
biomolecules.' ™ A prerequisite for such simulations is the
physical representation of the inter- and intramolecular
interactions present in systems of interest. Nowadays, a host
of ready-made force-fields is available, includin AMBER,4_6 I di £ oth lecul - duced
CHARMM,7_9 GROMOS,]O_12 and OPLS"™! sparing most n studies o (.)t .er mo ec.u es E.CS were m.tro uce37_5c6>
users the tedious task of force-field parametrization. A enhanciotille 4913550“11) tion flfszlar;lzsotrop ies around “‘tm%?,‘;’l 535
i fur,">"** and halogen atoms.*>*"*¥%*

1
cornerstone of force-field parametrization is the description OXygen, St . .
of the electrostatic potential (ESP) of the molecules. Most Also, the ethyl anion was modeled with an EC at the lone-pair

: . . site,ss’56 and recently methods were devised to systematically

commonly, the ESP is approximated by a set of point charges 1 d i . .
1 d at th £ all 417 Despite th ¢ place ECs around atoms exceeding a given anisotropy
ocated at the centers o atoms. espite the success o threshold.®”*® Another stud roposed an_ approach where
thus modeled systems, point charges have obvious short- : Y Prop PP )

oo . . LS 1826 all charges are allowed to be placed off-center, which can
comings in representing anisotropies in the ESP. One way L :
to remedv this issue is the use of atom centered multi enhance the description of the ESP even if the number of

22,27?;8 . .. . ) charges is smaller than the number of atoms.>’ Finally, ECs
poles. The use of multipoles in simulations is, however,

computationally more demandine than the use of boint have also been introduced in the drude polarizable force-
P Y 8 P £ield®”®! to describe lone-pairs. However, the discussion of

charges. N : Iy —65 .

Afother, computationally less expensive approach is the use polarlza?llll;c.les, Qe;plte their importance,”***~° is beyond the
of off-center charges (OCCs) and/or extra charges (ECs) to scope of this article.
model anisotropies. In the OCC case, the number of charges
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still equals the number of atoms in the system, but the
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locations of the charges do not necessarily coincide with the
atoms’ centers. In the EC case the set of atom-centered point
charges is augmented by additional off-center charge sites.
Good illustrations of this approach are molecular models of .
water. An OCC is present in the TIP4P-type™ ™' and OPC**
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The majority of the above-mentioned studies rely either on
chemical intuition or fitting procedures to place the ECs. In
this work a different approach is employed. By systematically
scanning the surroundings of nitrogen atoms, areas where a
single EC significantly enhances the approximation of the
molecular ESP with point charges can be located. In this way it
is possible to suggest regions for EC placement that might be
missed if one relies too heavily on chemical intuition.
Specifically, a set of 13 small organic molecules each containing
a single nitrogen is investigated. This choice is motivated by a
previous study of some of the authors,” in which nitrogens
were identified as those atoms for which a plain atom centered
point charge model exhibits the largest deficiencies. Fur-
thermore, the molecules studied contain functional groups that
are relevant for amino acids, peptides, and hence biomolecular
systems as well as polymer materials.

B METHODS

Figure 1 shows the 13 nitrogen containing molecules
considered in this work. All molecules were studied in their
neutral form, i.e., protonated or deprotonated variants were
not considered. For each molecule, the impact of a single EC
on the ESP of the point charge model is investigated. In
particular it is investigated how the point charge ESP performs
with respect to the ESP obtained from quantum mechanical
(QM) calculations. The agglied workflow is as follows. (i)
Similar to previous work,”** the molecular structure was
optimized in the gas-phase using QM methods and the
corresponding QM-ESP was extracted. The latter was
calculated on a 3D grid within a cuboid that extends S A
from the molecule in each direction. A 0.3 A grid spacing was
used, and the ESP calculation was performed at the same QM
level as the structure optimizations. Please note that the thus
extracted ESP is not an electrostatic surface potential as for
instance obtained through the Merz—Kollman framework, but
an electrostatic grid potential. To be consistent with previous
work,”*% the abbreviation ESP will be used throughout this
article. Polarization effects that would occur in the condensed
phase were not considered. (ii) Depending on the chemical
nature of the nitrogen a position for the EC relative to the
nitrogen’s coordinates was selected (further details on the EC
placement will be given below). (iii) All atomic point charges
and, if present, the EC were fitted to minimize the error in the
ESP using the least—s%uares method following previously
described procedures.”*°*®” Since the most relevant electro-
static interactions take place in the so-called first interaction
belt (1.66—2.20 r,qy),”*® the fit was restricted to this region.
Steps ii and iii were repeated for several EC positions to scan
the surroundings of the nitrogen atoms, thus charting regions
where the placement of an EC is most beneficial. Additionally,
the plain atomic point charge (APC) model, ie., the system
without an EC, was studied as reference.

The position of the EC was calculated relative to the
nitrogen’s coordinates in all cases. Here, two different routines
were used to generate the location of the EC. For ammonia
and amines with three identical substituents, a 1D scan was
performed, while a 2D scan was performed for amines with two
identical substituents and for amides. Amines with three
different substituents were not considered in this study.

For the 1D scan, the EC was placed on the (pseudo)-C; axis
of the R;N molecule as illustrated in Figure 2A. Note that R
can also represent a hydrogen atom and that the addition of
“pseudo” indicates that for molecules other than NHj this axis
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Figure 1. Set of 13 molecules investigated in this study. For ammonia
and the tertiary amines, a 1D scan for optimal EC placement was
performed. For the primary and secondary amines, as well as the
amides, a 2D scan for optimal EC placement was performed.

is strictly speaking not a C; axis. The distance r from the
nitrogen atom was varied in increments of 0.1 Auptoa
maximum of 3 A in both directions. Positive values for r
indicate the direction opposing the substituents (i.e., up in
Figure 2A), while negative values for r indicate the direction
toward the substituents (i.e, down in Figure 2A).

In case the nitrogen atom is part of an amide moiety, a 2D
scan was performed. Here, the EC was placed in the plane of
the amide group as is illustrated in Figure 2B. A similar
approach was used for the primary and secondary amines,
where the nitrogen is bound to two identical and one differing

https://dx.doi.org/10.1021/acs.jctc.0c00204
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B

Figure 2. Illustration of the EC placement procedure. For R;N
molecules, the EC was placed on the (pseudo)-C; axis, varying the
distance r from the nitrogen atom (A). For amides, the EC was placed
in the plane of the amide moiety varying the distance r from the
nitrogen atom and the angle ¢ (B). For RR’,N molecules, the EC was
placed in the mirror plane with respect to the first neighboring atoms
of the nitrogen atom — top view (C) and 3D view (D). Also, here, the
distance r from the nitrogen atom and the angle ¢ were varied. Note
that R, R/, and R” can also represent hydrogen atoms.

substituents (i.e, RR’,N). That is, the EC was placed in a
plane that is oriented in such a way that it contains the first
atom of R, the nitrogen atom, and the bisector of the R'NR’
angle. This corresponds to a mirror plane, if only the nitrogen
and its immediate neighbors are considered. This construction
is illustrated in Figure 2C,D. In both two-dimensional scans
the distance r from the nitrogen atom was varied in steps of 0.1
A to a maximum of 2.1 A, while the angle ¢) was varied in steps
of 0.1 rad (~5.7°).

The plane used for the 2D scans was chosen in such a way
that a rather simple scan (2D instead of 3D, one EC instead of
multiple ECs) can capture the most promising locations for the
placement of the EC. For amides, the plane of the amide

moiety was the obvious choice. The mirror plane constructed
for the amines is also reasonable, since a placement of ECs
outside this plane would require the use of two ECs due to the
local symmetry. Moreover, this plane also includes the intuitive
lone-pair location where ECs were often placed in other
studies,””***'7*® thus enabling a direct comparison.

For the selection of the QM level of theory necessary for
step i, combinations of three QM methods, being HF, B3LYP,
and CCSD, and four different basis sets, nameiy 6-31G*,777
6-311++G(3df,3pd),”*”"* aug-cc-pVDZ,”>’® and aug-cc-
pVTZ,75’76 were compared for ammonia. For the remaining
molecules, the QM calculations were performed at the B3LYP/
6-311++G(3df,3pd) level. All QM calculations were performed
using Gaussian 09.”

B RESULTS

QM-ESP. As a first step the influence of the level of theory
on the QM-ESP of a single ammonia molecule was tested. In
particular, the accuracy of the QM calculation was bench-
marked until an increase in the QM level did not significantly
alter the QM-ESP. Note that the structure optimization and
the QM-ESP calculations were always performed at the same
level. Figure 3A reports the root-mean-square error (RMSE)
within the first interaction belt between the different QM-
ESPs. It can be seen that all calculations employing a large
basis-set, i.e., not 6-31G*, yield highly similar results. That is,
they have a small RMSE when compared to each other. This is
consistent with previous work where only small differences in
the QM-ESP were found between M06-2X/aug-cc-pVDZ and
CCSD(T)/aug-cc-pVTZ calculations.”®

In addition to the RMSE between the different QM-ESPs,
differences between the optimized geometry of ammonia were
evaluated. For this purpose, the root-mean-square deviation
(RMSD) of the different geometries was calculated (see Figure
3B). Here, slightly more variation in the data is found. Most
notably the HF optimized geometries deviate markedly from
those obtained using other levels of theory. Please note the
very small difference between B3LYP/aug-cc-pVTZ and
B3LYP/6-311++G(3df,3pd), implying that the latter provides
an adequate compromise between accuracy and computational
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Figure 3. RMSE between QM-ESPs calculated at different levels of theory for a single ammonia molecule (A) and the RMSD between the
corresponding minimum structures (B). For the labeling of the data, the following abbreviations were used: C, CCSD; B, B3LYP; DZ, aug-cc-

pVDZ; TZ, aug-cc-pVTZ; and 6-311, 6-311++G(3df3pd).
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effort. Hence, B3LYP/6-311++G(3df,3pd) was used for the
remainder of this work.

Ammonia and Tertiary Amines (1D Scans). For
ammonia, trimethylamine, and triethylamine, the (pseudo)-
C, axis for optimal EC placement was scanned. The results
obtained for ammonia are depicted in Figure 4. Here, the

22 T T T

2+ -

RMSE / (kcal/mol)
5 & &

I f I

| | |

o
%
I
|

0.6 — —

EC Distance r from N/ A

Figure 4. RMSE of the 1D scan for ammonia. At r = 0 the RMSE
corresponds to the plain atomic point charge (APC) reference. The
results are based on B3LYP/6-311++G(3df,3pd) calculations.

RMSE of the point charge ESP with respect to the QM
reference (QM-ESP) is shown as a function of N-EC distance
r. The RMSE value at = 0 corresponds to the APC reference.
Note that the EC cases (r # 0) have one point charge more
than the APC reference (r = 0). Because of this additional
parameter, all EC cases yield lower RMSE values than the APC
reference. However, the location of the EC has a strong
influence on how much the RMSE is decreased. As r is varied,
two distinct minima are found at —0.9 and +1.8 A, respectively.
The minimum at negative distances is lower, reducing the
RMSE by 66% when compared to the APC reference. The
corresponding charge of the EC g is —0.188 e.

In Figure S the results for trimethylamine are shown. Again
two minima appear, a broad one at —1.4 A and a more

0.7 T T T

RMSE / (kcal/mol)
j=1
o
I
|

041 -

| I | 1 | | I | I
0.3
-3 -2 -1 0 1 2 3

EC Distance r from N / A

Figure S. RMSE of the 1D scan for trimethylamine. At r = 0 the
RMSE corresponds to the plain atomic point charge (APC) reference.
The results are based on B3LYP/6-311++G(3df,3pd) calculations.

localized one at 2.1 A. Here, also the minimum at negative
distances is the lower one. The corresponding RMSE
reduction with respect to the APC reference is 25% and the
corresponding ggc is —0.048 e. This reduction in RMSE is
small when compared to ammonia. However, it has to be
noted that the RMSE of the APC reference is already <0.7
kcal/mol, a value that was obtained for ammonia only after the
introduction of an EC (cf. Figure 4).

The last molecule for which a 1D scan was performed is
triethylamine. Again two minima in the RMSE are observed
(see Figure 6). One minimum is located at —0.8 A and one at

0.8 T T T T T

0.75 — -

0.7— |

0.65 — -

RMSE / (kcal/mol)

0.6 — —

0.55— —

05 Y R Y U NS B
3 g -

EC Distance r from N/ A

Figure 6. RMSE of the 1D scan for triethylamine. At r = 0 the RMSE
corresponds to the plain atomic point charge (APC) reference. The
results are based on B3LYP/6-311++G(3df,3pd) calculations.

+1.8 A. Similar to ammonia and trimethylamine the minimum
at negative r yields a lower RMSE value. The corresponding
reduction in the RMSE is 28% compared to the already low
APC RMSE (=0.7 kcal/mol), and the corresponding g is
—0.433 e.

For all three molecules, for which the EC was placed along
the (pseudo)-C; axis, the charge fitting procedure based on the
B3LYP/6-311++G(3df,3pd) QM-ESP suggests the placement
of an EC carrying a negative partial charge at negative
distances, i.e., opposite of the lone-pair location and toward the
substituents. Despite the fact that the nitrogen still carries a
charge (positive for ammonia, negative for trimethyl- and
triethylamine), this finding is similar to the Elacement of the
OCC for the TIP4P-type water models, 3! among which
arguably the best rigid water models are found.”® For those
models, the charge of the oxygen is moved toward the
hydrogen atoms along the HOH bisector. Even at distances
comparable to the O-OCC distance of TIP4P-type models
(0.1-0.2 A),””~"" the EC placement at negative distances is
favored over the EC placement at positive distances for the
three molecules studied here.

Concluding this section, we bring the Supporting
Information (SI) to the reader’s attention, where we discuss
the influence of different QM calculations on the optimal EC
location (section S-I) as well as the change in all point charges
as the EC location is varied (section S-II).

Primary and Secondary Amines (2D Scans). In the case
of methyl- and ethylamine, 2D scans for the EC placement
were performed in the plane indicated in Figure 2C,D. The
results of the two-dimensional scans are shown as polar heat
maps in Figure 7, where the radial distance r and the angle ¢

https://dx.doi.org/10.1021/acs.jctc.0c00204
J. Chem. Theory Comput. 2020, 16, 4443—4453
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Figure 7. RMSE of the 2D scans for methylamine (A) and ethylamine (B). Here, the C—N bond is located in the scanned plane (cf. Figure 2C,D).
The coloring indicates the RMSE and the maximum of the color scale is the RMSE of the plain atomic point charge (APC) reference. The results

are based on B3LYP/6-311++G(3df,3pd) calculations.
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Figure 8. RMSE of the 2D scans for dimethylamine (A), diethylamine (B), aziridine (C), and pyrrolidine (D). Here, the H-N bond is located in
the scanned plane (cf. Figure 2C,D). Note that for clarity the CH, group is not shown in the case of diethylamine (B). The coloring indicates the
RMSE, and the maximum of the color scale is the RMSE of the plain atomic point charge (APC) reference. The results are based on B3LYP/6-

311++G(3df,3pd) calculations.

specify the scanned EC position while the coloring indicates
the RMSE of the respective point charge ESP when compared
to the QM-ESP reference. In these plots the in-plane bond
(corresponding to ¢ = 0) is always oriented to the left of the

4447

nitrogen atom. The maximum of the color scale corresponds to
the RMSE of the APC reference. Due to the additional fitting
parameter the EC case yields better results than the APC
reference for any EC location. While there are some similarities

https://dx.doi.org/10.1021/acs.jctc.0c00204
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Figure 9. RMSE of the 2D scans for formamide (A), acetamide (B), N-methylformamide (C), and N-methylacetamide (D). Here, the whole amide
moiety is located in the scanned plane (cf. Figure 2B). The coloring indicates the RMSE, and the maximum of the color scale is the RMSE of the
plain atomic point charge (APC) reference. The results are based on B3LYP/6-311++G(3df,3pd) calculations.

between the two molecules, also remarkable differences can be
noted. The most prominent minimum for EC placement in
case of methylamine is above the C—N bond (see Figure 7A).
In addition, more shallow minima are found in the direction of
the two hydrogen atoms bound to the nitrogen and beyond 1
A in the approximate lone-pair direction. However, this latter
minimum is located at ~135° with respect to the C—N bond
and not at the ideal tetrahedral angle (109.5°). In addition, a
minimum beyond the CHj; group is found. As is shown in the
SI (Figure S6), the EC in the minimum above the bond carries
a positive charge, while for all other minima negative ggc are
found. In Figure S6 it is also visible that the magnitude of the
EC increases if the centers of the atoms are approached. This is
the expected behavior, since the reproduction of identical
multipole moments with smaller charge separation demands
larger charges.

For ethylamine, the minima near the C—N bond and in the
lone-pair direction are still present (see Figure 7B). Anyhow,
these minima are markedly shallower when compared to the
results for methylamine. The minimum in the approximate
lone-pair direction is shifted to slightly lower angles, but it is
still located at angles >109.5°. It appears that for ethylamine
the most favorable placement of a single EC is close to the
edge of the scanned area. This minimum is located at distances
beyond 1.5 A from the nitrogen, where the gy is negative (see
Figure S6). ECs around the C—N bond are positive, and areas
to the right of the nitrogen are best fit by negative ECs.

For both primary amines, the optimal EC location reduces
the RMSE by ~50% when compared to the APC reference.
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For methylamine, this optimal location is very close to the
nitrogen, while in the case of ethylamine it is found beyond a
distance of 1.5 A and close to the first carbon atom. EC
placement closer to the nitrogen atom of ethylamine can
reduce the RMSE by x20%, although the respective absolute
RMSE change is comparable in size to the differences between
B3LYP/6-311++G(3df,3pd) and higher level QM calculations
for ammonia (cf. Figure 3A).

In Figure 8 results for dimethylamine, diethylamine,
aziridine, and pyrrolidine are presented. These four secondary
amines are similar, since each nitrogen has two identical
substituents. The substituents are aliphatic chains containing
either one or two carbon atoms. In the case of aziridine and
pyrrolidine the two substituents form a ring. For dimethyl-
amine, three pronounced minima appear (see Figure 8A). One
for the placement of an EC close to the H-N bond, one in its
extension beyond the nitrogen, and one above the nitrogen,
slightly tilted toward the hydrogen. Remarkably, it is of little
use to place an EC in the lone-pair direction, what chemical
intuition would suggest. For the minima around and above the
H—N bond, negative values for ggc are obtained, while in the
other areas gy is positive (see Figure S7). In the lone-pair
direction g is almost zero indicating again that this direction
is not efficient for EC placement.

If the substituent length is increased by one carbon atom
(diethylamine) similar results are found (see Figure 8B). The
minima around the H—N bond and its extension are still
present and both minima are more pronounced when
compared to the results for methylamine. In addition, the
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minimum above the nitrogen is far less developed, but a new
minimum appears in the direction of the CH, groups. This
feature is similar to what is found for ethylamine and it again is
found at the edge of the scanned area. In all cases no minimum
in the direction of the lone-pair can be observed. Figure S7
shows the corresponding qgc data. The EC is negative above
and below the H-N bond, and it is positive in all other areas, a
very similar result as in the case of dimethylamine.

If instead of adding a carbon atom the two substituents are
linked by a bond, ie, when moving from dimethlyamine
(Figure 8A) to aziridine (Figure 8C), different results are
obtained. Rather than three minima, as found for methylamine,
only two distinct minima appear. The first is pointing to the
ring center, while the second is located above the nitrogen
atom. Interestingly, the latter minimum is at an angle of
<109.5° to the H—N bond. That is, it is located in an area
where typically a lone-pair would be expected. Again, negative
values for ggc are found in the area around and above the H—
N bond, while positive values for gpc are observed in the
minimum located within the ring moiety (see Figure S7).

The last molecule in this series is pyrrolidine. Here, the
nitrogen atom is part of a five-membered heterocycle. One can
also think of pyrrolidine as a derivative of diethylamine, in
which the two terminal carbon atoms are linked by a bond. In
Figure 8D it is visible that the results for pyrrolidine are very
similar to aziridine. Two minima are present: One above the
nitrogen and one in the ring center. In both cases, the latter
minimum corresponds to lower RMSE values. The smaller
minimum is located almost perpendicular to the H—N bond.
That is, this minimum is not located close to the intuitive lone-
pair site, as it was found for aziridine (cf. Figure 8C), but
rotated toward the H—N bond. For pyrrolidine, the g data is
quite similar to the aziridine case. In the area around and above
the H—N bond ggc is negative, while it is positive below the
H—N bond (see Figure S4D).

For all four secondary amines studied, the RMSE can be
reduced by 50% with respect to the APC reference if the EC is
placed in the optimal spot. While this minimum is located at r
> 1.0 A for dimethylamine, it is located right next to the
nitrogen for diethylamine, aziridine, and pyrrolidine.

Amides (2D Scans). In Figure 9 the data for the four
studied amides are presented. Here, 2D scans for EC
placement were performed in the plane indicated in Figure
2B. The results for formamide shown in Figure 9A indicate
shallow minima around the downward pointing H-N bond
and in the direction of the H—C bond. The third and lowest
minimum is located above the C—N bond. It seems this
minimum bridges the gap between the nitrogen and the
oxygen, which apparently is the location where the anisotropy
of the entire moiety is approximated best by the addition of a
single EC. In this latter minimum ggc is positive, while in all
regions below the C—N bond gz is found to be negative (see
Figure S8).

The next two amides investigated are acetamide and N-
methylformamide. In each case a CH; group is added to
formamide but on different sides of the molecule. It is visible in
Figure 9B that the ESP of acetamide cannot be enhanced
significantly through the introduction of an EC. Two areas for
EC placement are visible that enable some enhancement. One
such area is located between the nitrogen atom and the CH;
group, but this minimum is very broad and shallow. Similarly, a
broad and shallow minimum is found on the far side of the
nitrogen atom, in the direction of the hydrogen atoms. This
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area is tilted slightly upward. If instead a CH; group is added
to the nitrogen atom (N-methylformamide), considerable
improvement is possible (see Figure 9C). Distinct minima are
found if the EC is introduced above the nitrogen or close to
the N—H bond. For N-methylformamide, also two rotamers
were considered, which have a different orientation of the
methyl group. It is found that the area around the N—H bond
is hardly affected by the rotation of the methyl group, while the
area above the C(carbonyl)—N bond changes (see section S-1I
in the SI for a detailed discussion).

For both acetamide and N-methylformamide, the corre-
sponding qgc data are shown in Figures S8 and S9,
respectively. In each case the EC is positive above the
C(carbonyl)—N bond and negative below. For N-methyl-
formamide, gpc is also negative to the right of the N—
C(methyl) bond. Additionally, the magnitude of gy is
significantly larger for N-methylformamide, especially near
the N—H bond.

The last amide studied is N-methylacetamide, representing
the proxy for a peptide chain in this survey. Similarly to N-
methylformamide, pronounced minima in the RMSE are
present (see Figure 9D). A shallow minimum extends
downward from the carbonyl carbon and clear minima are
located along the C(methyl)~N—H chain. These connected
minima also extend beyond the methyl carbon and the
hydrogen. The respective g are shown in Figure S10. Positive
ggc are found above the C(carbonyl)—N bond and to the right
of the N—H bond. Negative gzc are found below the
C(carbonyl)—N bond and beyond the CH; group bound to
the nitrogen.

The introduction of an EC in N-methylformamide or N-
methylacetamide can improve the RMSE by ~50%. While for
formamide a reduction of &#30% is possible, the introduction of
an EC in acetamide yields an RMSE improvement <20% with
respect to the APC reference. In any case, when compared to
the amines (cf. Figures 7 and 8) the RMSE of the APC
reference is already quite low for all four amides studied (<1
kcal/mol). Especially in case of acetamide, the RMSE of the
APC reference is below 0.4 kcal/mol (cf. Figure 9B) and can
be considered acceptable as is.

B DISCUSSION

Based on the QM-ESP calculated at B3LYP/6-311++G-
(3df,3pd) level, a set of 13 small organic molecules, each
containing one nitrogen atom, was studied. The surroundings
of the nitrogen atoms were systematically scanned for
locations, where the placement of an extra-charge (EC)
significantly enhances the point charge approximation of the
reference QM-ESP. Depending on the local symmetry of the
nitrogen atoms, scans along a single axis or within a plane were
performed to identify such locations. Note that the location of
the EC has almost no impact on the dipole moment of the
studied molecules, but it significantly influences the quadru-
pole moment.

For ammonia, the introduction of a single EC can reduce the
RMSE by x60% compared to the plain atom centered point
charge (APC) reference. For the studied amines, the
introduction of an EC leads to a reduction of the RMSE by
~50%. Exceptions are trimethyl- and triethylamine, where the
RMSE is reduced by ~35%. Mixed results are obtained for the
four amides. While the RMSE of acetamide cannot be
improved appreciably by the addition of an EC (<20%),
some improvement is possible for formamide (~30%) and
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significant improvements are possible for both N-methlyfor-
mamide and N-methylacetamide (x50%). It was also found
that the RMSE of the APC reference of all studied amides is
already far below the RMSE of the APC of the amines
indicating no immediate need for the introduction of an extra
charge in these systems. Moreover, the changes in RMSE are
comparable to the differences between B3LYP/6-311++G-
(3df3pd) and higher level QM calculations for ammonia.
Nevertheless, it is striking that the addition of a single EC in N-
methylacetamide (the peptide proxy), increasing the number
of charges from 12 to 13, reduces the RMSE by 50%. This is a
very eflicient improvement that could be exploited to enhance
the description of protein backbones.

Based on 1D scans of ammonia, trimethyl-, and triethyl-
amine, the optimal spot for the EC is located opposite of the
lone-pair direction. That is, the optimal EC placement is in the
direction of the substituent along the (pseudo)-C; axis. In
addition, the EC in this region is always negative. The
placement of a negative charge opposite of the lone-pairs is an
intriguing similarity to well performing molecular models of
water (TIP4P-type”® ™' and OPC™) that all include an off-
center charge (OCC) for the oxygen atom located at the HOH
bisector close to the oxygen atom. Interestingly, it was shown’"
that these water models perform significantly better than the
TIPSP water model,** in which two charges represent the lone-
pairs of the oxygen.

2D scans were performed for primary and secondary amines
as well as for amides. The data for the primary amines show
that for methyl- and ethylamine a minimum is found somewhat
close to the intuitive lone-pair position. However, a closer look
reveals that these minima are located between 120 and 135°,
which is significantly larger than the ideal tetrahedral angle
(109.5°). Moreover, these minima are not the lowest minima,
which are located above the C—N bond for methylamin and
beyond the CH, group for ethylamine. The secondary amines
dimethyl- and diethylamine show no minima close to the lone-
pair position. For the corresponding cyclic molecules, aziridine
and pyrrolidine, the lone-pair spot is very close to the
minimum for aziridine, but not for pyrrolidine. The most
pronounced minimum, however, is found inside the ring
moiety for both molecules.

In the case of formamide the introduction of an EC leads to
an improvement of the point-charge approximation of the QM-
ESP if the EC is placed between the N and the O of the amide
moiety. For acetamide, no clear minimum is observed, while
for N-methylformamide and N-methylacetamide distinct
minima are located close to the N—H bond and above the
nitrogen.

Already in past studies, lone-pairs were explicitly described
through point charges to enhance the description of nitrogen
atoms. A particular focus was laid on heterocyclic aromatic
molecules.””***°7*%%" Here, the lone-pair position was fixed in
the aromatic plane pointing outward form the nitrogen, along
the bisector of the CNC angle. The lone-pair was either
described as an OCC*™** or as an EC.”***~** Dixon and
Kollmann™" studied also nonaromatic molecules containing
nitrogen. In particular, they studied ammonia, methylamine,
dimethylamine, and trimethylamine, in which lone-pair charges
were added to the nitrogen atom. In their work the lone-pair
EC is always located at the intuitive position (ideal tetrahedral
angle of 109.5° and a distance of 0.35 A). While the scans
performed in the present work do show minima in that
direction for ammonia and trimethylamine, the optimal EC
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location is found at the opposite side of the nitrogen, pointing
toward the substituents. For methylamine, the lowest
minimum is found close to the C—N bond and for
dimethylamine the intuitive lone-pair location is actually a
suboptimal spot to enhance the approximation of the QM-ESP
with a single EC. Better locations are found along the H-N
bond and its extension as well as above the nitrogen. Cole et
al.*” used a method based on dipole- and quadrupole moments
to identify badly reproduced ESPs. On the thus identified
atoms up to three ECs were introduced based on a
minimization routine. In this study also amines were
considered and two ECs have been introduced to the nitrogen
atoms for both methylamine and dimethylamine. In a similar
effort Horton et al.”” introduced ECs if the error in the ESP
exceeded a certain threshold. Here, the placement of the ECs is
based on symmetry arguments. For ammonia, trimethylamine,
and triethylamine, Horton et al.>® actually use the (pseudo)-C,
axis, as was done in the present work. However, for the primary
and secondary amines ECs were placed on an axis that is at
equal angles to all three bonds originating from the nitrogen
atom. Instead, in the present study a 2D scan in the mirror
plane containing the nitrogen and the bond to the unique
substituent was performed. To compare the two approaches,
the vectors as described by Horton et al.>® were constructed.
For the primary amines, this vector is at an angle of £109° to
all bonds, ie., very close to the tetrahedral angle. For the
noncyclic secondary amines, ~108° is found, for aziridine
~120° and for pyrrolidine ~111°. Most of these angles are
close to the ideal tetrahedral angle, and the corresponding
vectors do not intersect the minima identified in the present
survey (see Figures S11 and S12). Only for ethylamine
(~109°) and pyrrolidine (~111°) this vector approaches an
observed minimum. The method introduced by Horton et al.>®
also enables the addition of multiple ECs in case a single EC
does not reproduce the ESP satisfactorily. In light of our results
we therefore surmise that a slight adjustment in the way the
first EC is placed might suffice to obtain an acceptable
approximation of the QM-ESP rendering the addition of
further ECs obsolete.

In summary, it was found that considerable improvement of
the ESP approximation with point charges is possible if a single
EC is added in the proximity of the nitrogen atom. It was also
revealed that small chemical changes can alter the optimal spot
for EC placement quite significantly. Nevertheless, also some
trends were found. For ammonia and the tertiary amines, a
negative EC at negative distances yields the best fit in all cases.
For the primary amines, a negative EC along the C—N bond
enhances the ESP, and for the secondary amines, a negative EC
along the H—N bond improves the ESP. In these cases,
however, this does not always correspond to the optimal
placement, and also the amount of improvement varies
considerably for these specific spots. For the two cyclic
amines, we find that a positive EC located close to the ring
center along the CNC bisector is the best EC placement. For
the amides, finally, we find no consistent pattern. Only N-
methylformamide and N-methylacetamide share similarities, as
in both cases the placement of a negative EC close to the N—H
bond is beneficial. Anyhow, our data do not suggest a one-size-
fits-all rule, not even for similar molecules. On the contrary, a
beneficial spot for EC placement in one molecule, e.g,, an EC
on the N—H bond of N-methylformamide, can actually be only
marginally beneficial in a similar molecule (N-methylaceta-
mide). For N-methylacetamide, the EC has to be placed at
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~10° with respect to the N—H bond to yield a comparable
enhancement. Therefore, we refrain from suggesting generally
applicable spots for beneficial EC placement.

B CONCLUSION

In this work, areas around nitrogen atoms were systematically
scanned for spots where EC placement is beneficial to
reproduce a QM-based reference ESP. For most studied
molecules, a single EC, usually with a magnitude <1.0 e, can
significantly improve the description of the molecular ESP.
Intriguingly, the optimal spots for EC placement do not follow
chemical intuition. In fact, even some cases are revealed, where
the placement of an EC is of little use if it is placed at the
intuitive lone-pair spot. Despite some similarities between
different molecules, these results do not allow the deduction of
a general approach that would predict the optimal EC location
for any nitrogen containing compound, as small chemical
changes can alter the results significantly.

Obviously this survey of small organic molecules containing
a single nitrogen just scratches the surface of possible efforts
aimed at optimizing the point charge approximation of the
molecular ESP. Future studies need to be directed at
compounds with multiple and less symmetrically substituted
nitrogen atoms. Within the scan approach presented here, the
addition of a second nitrogen atom would require an additional
2D scan for each scanned point around the first nitrogen,
effectively squaring the computational demand. Nevertheless, it
is surely rewarding to also look into these cases, as they are
relevant for a proper description of the amino acids histidine
and arginine as well as the nucleobases. Ultimately, full force
fields need to be built on top of a point charge model derived
using the here presented scanning approach. Only in this way,
it is possible to perform numerical simulations that enable a
comparison with experimental data.
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