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A B S T R A C T   

Near-infrared spectroscopy (NIRS) provides a high-throughput phenotyping technique to assist breeding for 
improved faba bean seed quality. We combined chemical analysis of protein, oil content (and composition) with 
NIRS through chemometrics, employing Partial Least Squares (PLS), Elastic Net (EN), Memory-based Learning 
(MBL), and Bayes B (BB) as prediction models. Protein was the most reliably predicted trait (R2 

= 0.96–0.98) 
across field trials, followed by oil (R2 = 0.82–0.86) and oleic acid (R2 = 0.31–0.68). Samples for training the 
models were selected using K-means clustering. The optimal statistical approach for prediction was compound- 
specific: PLS for protein (Root Mean Squared Error - RMSE = 0.46), BB for oil (RMSE = 0.067), and EN for oleic 
acid content (RMSE = 2.83). Reduced training set simulations revealed different effects on prediction accuracy 
depending on the model and compound. Several NIR regions were pinpointed as highly informative for the 
compounds, using the shrinkage and variable selection capabilities of EN and BB.   

1. Introduction 

Faba bean (Vicia faba L.) is a legume crop that stands out for its high 
protein, yield potential, and nitrogen-fixing efficiency (Adhikari et al., 
2021). Recently, the increasing plant-based proteins consumption has 
driven a growing research interest and investments in improving the 
seed quality of this crop in Europe. Breeding for improved quality aims 
to enhance protein content, reduce the level of anti-nutritional com-
pounds (e.g., tannins, vicine and convicine), and to reduce off-flavours 
(e.g., lipid-derived compounds) (Lippolis et al., 2023). Breeding for 
quality requires phenotyping methods that are usually time-consuming 
and cost-inefficient, involving chemical analysis on a vast number of 
samples. Analysis of anti-nutritional compounds and off-flavours in faba 
bean seeds is typically performed using high liquid chromatography 
(HPLC) (Tacke et al., 2022), which is not a high-throughput method. For 
this reason, high-throughput phenotyping systems, including Near- 
Infrared Spectroscopy (NIRS), are becoming increasingly attractive to 
plant breeders (Gonçalves et al., 2021). 

Samples scanned under NIR light produce a unique spectral response 
representing mainly hydrogen-containing functional groups, such as 
OH, CH, or NH (Ozaki & Morisawa, 2021). NIR spectra are correlated to 

the samples chemical compositions. Chemometrics models are pivotal to 
estimate compound quantities from the many overlapping peaks 
(‘multicollinearity’) present in NIRS data (Manley, 2014). Partial least 
squares (PLS) regression is the most used linear model in chemometrics 
to analyse multivariate, collinear, and noisy NIRS data. Other linear 
methods like Elastic Net (EN) are not as much explored in NIRS litera-
ture, despite their ability to deal with multicollinearity through vari-
ables shrinkage and selection (regularization) (Zou & Hastie, 2005). 
Regularization methods can also be implemented within a Bayesian 
statistics framework. Bayes B is one Bayesian model often used by plant 
breeders in Genomic Selection, a methodology used to predict plant 
performance from DNA (Meuwissen et al. 2021). Bayes B has been 
applied to NIRS data in plants in a very limited number of studies 
(Gonçalves et al., 2021), thus more research is needed to verify its 
predictive ability with spectroscopic data. Local models represent 
another family of methods that have been tested on NIRS data. These 
models capture relationships within specific data subsets by creating 
different models for each subset. Memory-based learning (MBL) is a 
powerful local modelling technique widely adopted in soil spectroscopy 
(Ramirez-Lopez et al., 2014), yet its application in agriculture and plants 
remains largely unexplored. MBL effectively resolves nonlinear 
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relationships that may be present in NIRS data by breaking down a 
global model into a series of simpler local models. Recently, the growing 
research on NIRS has led to more complex predictive methods in various 
fields of application such as food, agriculture, and medicine. These 
methods include support vector machines (SVMs), which use kernel 
functions, and neural networks, including Artificial Neural Networks 
(ANNs) and Convolutional Neural Networks (CNNs) (Anderson et al., 
2021; Mishra et al., 2022). Although they are capable of capturing 
complex patterns, including data non-linearity, they require extensive 
datasets for training, laborious and time-consuming hyperparameters 
tuning, and significant computational power. Thus, their use in research 
is justified only with large datasets. It must be said that there is no best 
method among the different NIRS modelling approaches, as each has its 
advantages and disadvantages (Lucà et al., 2017), and their specific 
performance depends on several experimental factors as well as on the 
chemical compound of interest. 

A NIRS prediction pipeline starts with the development of calibration 
models using samples of known chemical and spectral composition 
(training or calibration set data). These models are then used to rapidly 
screening unknown samples based on their spectral data alone (Næs 
et al., 2002). In plant breeding, models tailored to specific years, genetic 
material, or growing conditions may not generalize well to new contexts 
(lack of robustness). A robust model typically requires a carefully 
selected training set that is representative of the chemical, physical (e.g., 
colour, seed size, etc.) and spectral variability present in a specific crop 
(Anderson et al., 2021; Nicolai et al., 2007). Training set samples are 
often randomly selected. This selection may not ensure that the training 
set is the best possible representation of the entire sample population, 
especially if the sample size is small. Sampling algorithms can be used to 
select samples based on their spectral characteristics to optimize the 
design of the training set. Currently, there are no established methods 
for optimizing training set design in the faba bean literature. However, 
more in-depth investigations have been carried out in soil science. 
Ramirez-Lopez et al. (2014) compared different sampling algorithms to 
assess their effectiveness in selecting samples representative of the 
spectral features of the entire population. In addition, the training set 
size is also a pivotal factor in building robust models. Once calibration 
models have been established, it is advisable to validate their accuracy 
with external samples (independent validation sets) (Anderson et al., 
2021; Nicolai et al., 2007). This involves testing models that have been 
developed using data from specific field trials to predict the chemical 
compositions of seeds harvested in different locations, in different years, 
or from different genetic material. However, calibration models that 
report excellent performance often lack proper external validation (in-
dependent set validation), which is necessary to test the robustness of 
the model. 

Attempts to use NIRS to predict seed quality attributes are well 
documented in the faba bean literature, including predictions for pro-
tein, moisture, starch, oil, total polyphenols, tannins, vicine, and con-
vicine content (El-Sherbeeny & Robertson, 1992; Puspitasari et al., 
2022; Wang et al., 2014). Lately, Johnson et al. (2023) investigated the 
prediction of bioactive compounds such as antioxidants (iron-reducing 
antioxidant power) and phenolics in faba bean flour. However, most 
studies lacked comprehensive methodological documentation and 
focused on seed quality rather than the development of high-throughput 
strategies. Additional efforts are needed to guide faba bean breeders and 
researchers in adopting a clear NIRS predictive approach, from cali-
bration design to validation. To the best of our knowledge, no studies 
have yet detailed the optimal application and comparison of sampling 
algorithms for designing efficient training sets based on spectral fea-
tures. Furthermore, it is rare to find studies that examine predictability 
across different growing conditions, such as field trials in various loca-
tions. Across-trials prediction has been investigated solely by Johnson 
et al. (2023) in the faba bean NIRS research. Moreover, PLS regression 
(or some modified versions) dominates the literature, and no alternative 
methods have been investigated for Vicia faba so far. 

In this research, we aimed to establish clear guidelines for the effi-
cient use of NIRS by developing a reproducible, license-free pipeline that 
has been validated in real plant breeding scenarios. We first investigated 
three different sampling algorithms to effectively design robust training 
sets. We provided a rapid method for comparing these algorithms, 
defining the best algorithm as the one that allows the selection of a 
training set that best represents the variability of the entire population. 
Secondly, we questioned whether Elastic Net (EN), Memory-Based 
Learning (MBL), and Bayes B (BB) could improve prediction accuracy 
compared to the widely used Partial Least Squares (PLS) regression, 
particularly in the context of predictions across breeding trials. Notably, 
EN and BB are not commonly used in NIRS prediction, but they are well- 
suited for handling high-dimensional data, such as spectroscopic data-
sets. Another objective was to identify cost-effective NIRS analysis 
strategies by investigating how different models and traits (chemical 
compounds) respond to different training set sizes. In summary, this 
work aimed to enhance the role of NIRS in faba bean phenotyping, 
focusing on protein, oil, and oleic acid content as key compounds. This 
study provides a replicable strategy for other traits and crops, contrib-
uting to informed decision making and increased efficiency in breeding 
and research for improved quality. 

2. Material and methods 

2.1. Plant material and NIR spectra acquisition 

Seed samples were harvested from two different field trials in the 
Netherlands in September 2021 (trial 1) and in September 2022 (trial 2). 
In trial 1, 409 plots were harvested and in trial 2, 532 plots were har-
vested. In total, the experiment included 250 different genotypes. The 
seeds were ground to <0.5 mm using a Pulverisette-14 rotor mill 
(Fritsch, Germany) and analysed with a Vis-NIR spectrometer (FOSS, 
DS2500 Analyzer). The samples were scanned after each harvest to 
obtain spectra in the form of absorbance (log 1/reflectance) with a 2 nm 
resolution, and in the range from 1100 to 2500 nm. After spectra 
collection, the samples were stored at − 18 ◦C prior to chemical analysis. 

2.2. Design of the training (calibration) and validation set 

2.2.1. Training set 
From trial 1, 125 samples were selected for further chemical analysis 

(training set). The training set design was based on the spectral vari-
ability and included the following steps:  

1. Principal component analysis (PCA) 

The data were pre-processed using Standard Normal Variate (SNV) 
coupled with an 11-point 2nd-order Savitzky–Golay and 2nd derivative 
filter, implemented in the prospectr R package (Stevens & Ramirez- 
Lopez, 2022). Pareto scaling was additionally applied to prevent vari-
ables with small variance and a low signal-to-noise ratio from becoming 
overly influential. Six principal components were selected to account for 
approximately 90% of the spectral variance. The presence of outliers 
was investigated by calculating orthogonal (Q) and score (T2) distances 
and using standard critical limits in the mdatools R package (Kucher-
yavskiy, 2020).  

2. Design of three different training sets 

Three different potential training sets were created using three sam-
pling algorithms implemented in the prospectr R package: 1) the 
Kennard-Stone algorithm (KS), using Mahalanobis distance to calculate 
dissimilarities on PC scores; 2) the K-means (KM) algorithm, selecting the 
samples nearest to each of the 125-clusters centre (k = 125); 3) the 
Puchwein algorithm (PW), using an initial distance of 0.2. These methods 
are described and referenced in Stevens and Ramirez-Lopez (2022). 
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3. Comparison of training sets 

Four probability density functions (pdfs) were calculated on the PC 
scores from the PCA: one representing the whole population and one for 
each of the three training sets. The representativeness of a specific 
training set was assessed by comparing its pdf with that of the entire 
population (Ramirez-Lopez et al., 2014) using the Kullback-Leibler 
divergence (KL) metric. The KL distance metric is used to quantify the 
difference between pdfs. The closer the pdf of a training set is to the pdf 
of the whole population, the more representative the training set is of 
the whole population. Larger KL values indicates that the training set is 
unbalanced in terms of spectral representativeness. The algorithm pro-
ducing the lowest KL value was chosen as the best option, as lower 
values indicate closer similarity between pdfs and thus higher 
representativeness. 

2.2.2. Validation set 
From trial 2, 67 samples were selected as the validation set, using the 

same pre-processing as the training set for consistency. Spectral di-
versity between the trials was assessed using PCA with six PCs. The 
Kennard-Stone algorithm was forced to initialize the sampling from the 
training set samples. If samples from trial 1 were in the validation set, 
they were replaced by the most comparable samples from trial 2, based 
on a pairwise similarity matrix calculated using the Mahalanobis dis-
tance in the resemble R package (Ramirez-Lopez et al., 2016). 

2.2.3. Reduced training set size 
After establishing the main training set, three additional subsets 

were generated. These subsets contained 70%, 40%, and 20% of the 
samples from the original training set, respectively. The KS algorithm 
was used to ensure that the samples in the smaller subsets were 
consistently drawn from the larger subsets. 

2.3. Reference chemical analysis 

The protein, oil, and oleic acid contents were measured for the 
samples included in the training and validation sets. 

2.3.1. Total oil 
Oil was extracted from 3 g of ground seeds using 30 ml hexane. The 

mixture was shaken at 40 ◦C and 600 rpm (revolutions per minute) for 
30 min, and then centrifuged at 4200 rpm for 5 min. The supernatant 
was evaporated in a vacuum evaporator. The extraction process was 
repeated three times, with each sample tested in triplicate. Oil content 
was determined by the difference in weight between the initial empty 
tubes and the same tubes containing oil after the evaporation of hexane. 
Data were adjusted for dry matter, which was calculated by drying the 
seed powder at 103 ◦C for 36 h. 

2.3.2. Total protein 
Protein content was measured using the Dumas method. Approxi-

mately 250 mg of seed powder was combusted in the Rapid N Exceed 
analyzer (Elementar, Germany). Nitrogen oxides were quantified to 
determine total nitrogen (%N). A conversion factor (CF) of 6.25 was 
used to determine the crude protein content (%N x CF). Samples were 
analysed in duplicate, and data was corrected for dry matter. 

2.3.3. Oleic acid 
Gas chromatography (GC) with a Flame Ionization Detector (FID) 

was used to measure the oleic acid content as a Fatty Acid Methyl Ester 
(FAME). Nonadecanoic acid (C19:0) triacylglycerol was used as an in-
ternal standard to check if the hydrolyses was complete. A stock solution 
of 1 mg ml− 1 was prepared. The previously extracted oil was mixed with 
the standard (0.1 ml), hexane (10 mg oil 0.9 ml hexane− 1), and 4.25 M 
potassium hydroxide in methanol (KOH/MeOH) solution (60 μl), and 
then incubated at 60 ◦C for 10 min. After centrifugation, the supernatant 

was analysed with the GC-FID (Agilent model 7890B) using a 30 m ×
320 μm × 0.25 μm Agilent column (product DB-23). Hydrogen (H2) was 
used as the carrier gas. A 1 μl sample was injected into the inlet, which 
was heated to 260 ◦C. The inlet pressure was 4.2566 psi (pound-force per 
square inch) and the split ratio was 1/50. The oven was held at 140 ◦C 
for 1 min before the temperature was increased at a rate of 4 ◦C min− 1 to 
220 ◦C and held for 5 min. The chromatographic data were processed 
using MS ChemStation (Agilent Technologies, USA). The retention time 
of the FAMEs was compared with commercial standards for the identi-
fication of oleic acid. Oleic acid was quantified based on peak area ra-
tios. Samples were analysed in duplicate. 

2.4. Spectral pre-processing 

The spectral pre-processing was first optimized for the PLS model on 
the validation set using the Q statistic (spectral reconstruction error) as 
suggested by Summerauer et al. (2021). Various Savitzky–Golay (SG) 
filter combinations were tested, including different derivatives and 
polynomial approximations, coupled with standard normal variate and 
detrend techniques. This initial investigation revealed that Savitz-
ky–Golay filters with a first derivative minimized Q with the fewest 
latent variables. This pre-processing was therefore selected for a trial- 
and-error approach in which different window sizes were tested. The 
final choice on the best pre-processing was based on the Root Mean 
Squared Error of cross-validation (RMSEcv) of all three compounds 
simultaneously (Supplementary Table 1). The same data pre-processing 
method was subsequently applied to EN, MBL, and BB. 

2.5. Statistical approaches for NIRS models development 

2.5.1. Partial least squares (PLS) regression 
Partial Least Squares models the linear relationship between spectra 

(X) and chemicals (Y) by projecting them into a lower dimensional 
space. It extracts orthogonal factors, or latent variables (LVs), from the 
spectra using information from X and Y simultaneously. 

The PLSR model can be expressed as given in eqs. (1) and (2): 

X = TPTʹ+ E (1)  

Y = UQTʹ+ F (2)  

where X is the spectrum matrix and Y is the response matrix. T and U are 
score matrices corresponding to X and Y respectively, while P and Q are 
their respective loading matrices. E and F symbolize the residual 
matrices for X and Y respectively. To establish a regression between X 
and Y, eq. (3) is used: 

U = Tβ (3)  

where β is the vector of regression coefficients in the linear model. 
Substituting this relationship into the original model, we can derive the 
predictions as in eq. (4): 

Y = UQTʹ + TβQTʹ (4). 
PLSR was fitted using the caret R package (Kuhn, 2008). The optimal 

number of LVs was determined by 10-fold cross-validation. 

2.5.2. Memory-based learning (MBL) 
Memory-based learning is a machine learning approach that predicts 

new observations based on the most similar samples from the training 
set (called nearest neighbours), without constructing a general (global) 
model from the data (Ramirez-Lopez et al., 2014). MBL first creates a p- 
dimensional space from the spectra, where ‘p’ is the number of principal 
components. For each sample to be predicted, the algorithm identifies 
the nearest neighbours (closed samples) from the training set and de-
termines their optimal number (k). A local model is then fitted to each 
sample using only the spectra of its nearest neighbours. 
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The optimal k values were determined by a leave-nearest-neighbour- 
out cross-validation (NNv) procedure, ranging from 8 to 125 in in-
crements of 5, and using the Spectral Angle Mapper (SAM) as the 
dissimilarity metric. The pairwise dissimilarity matrix between all k- 
neighbours and the predictor variables were used jointly as a source of 
predictors. 

Weighted Average Partial Least Squares regression (WAPLS) was 
used for the local models. Specifically, a modified version of the PLS 
algorithm was used. WAPLS fitted multiple models including 5 to 7 LVs, 
with results presented as weighted averages of all predicted values. The 
weight for each component was calculated as Wj = 1

S1:j x gj
; where S1:j is 

the root mean square of the spectral reconstruction error of the unknown 
observations when using j pls components, and gj is the root mean square 
of the squared regression coefficients corresponding to the jth PLS 
component. 

MBL was fitted using the resemble R package (Ramirez-Lopez et al., 
2016). The package includes all the references for the methods 
mentioned above (e.g, WAPLS). 

2.5.3. Elastic net (EN) regression 
Elastic Net is a statistical method that regularizes or constrains the 

coefficient estimates of p predictors by shrinking them towards zero or 
even exactly to zero (Zou & Hastie, 2005). The Elastic Net penalty is a 
convex combination of two penalties: the Ridge Regression (RR) pen-
alty, which imposes a constraint on the sum of the squares of the 
regression coefficients, and the Least Absolute Shrinkage and Selection 
Operator (LASSO) penalty, which imposes a constraint on the sum of the 
absolute values of the regression coefficients. The mathematical repre-
sentation of EN is given in eq. (5): 

min
β

∑n

i=1

(

yi −
∑p

j=1
βjxij

)2

+ λ1

∑p

j=1

⃒
⃒βj
⃒
⃒+ λ2

∑p

J=1
β2

j (5) 

Here, eq. (5) consists of three primary components: 

1. The left part of the equation represents the usual least squares cri-
terion, which minimizes the sum of squared residuals.  

2. The second term, λ1
∑p

j=1
⃒
⃒βj
⃒
⃒ , is the penalised sum of the absolute 

values of the regression coefficients, reflecting the LASSO penalty.  
3. The third term, λ2

∑p
J=1β2

j , is the penalised sum of the squared values 
of the regression coefficients, reflecting the RR penalty. 

The parameters λ1 and λ2 are the shrinkage factors for these terms, 
controlling the degree of penalization. Their optimal values were 
determined by a 10-fold cross-validation procedure. The hyper-
parameter α, which control the balance between the RR and LASSO 
penalties, was set to 0.5. 

EN was fitted using the glmnet R package (Friedman et al., 2010). 
Variable shrinkage and selection were visualized by plotting the abso-
lute normalized coefficients. Normalization was carried out using the 
most important coefficient as the reference. 

2.5.4. Bayes B (BB) 
Bayes B is a regression method implemented within a Bayesian 

framework, where model parameters are considered as random vari-
ables with prior distributions that are updated after data collection via 
Bayes’ theorem (Meuwissen et al., 2021). This model was initially 
implemented for genomic prediction. BB assumes that only a fraction of 
the wavelengths affect the trait (chemical compounds), and that the 
effect of each wavelength has a different variance. 

BB assigns prior distributions to a collection of unknown parameters 
θ, including the intercept β0, regression coefficients βj, hyperparameters 
Ω and the residual variance σ2

e . The prior density formula was as in eq. 
(6): 

p(θ) = N
(
β0|0 ,1×105)χ− 2( σ2

e

⃒
⃒dfe , Sε

){
Πn

j=1p
(
βj
⃒
⃒Ω
)}

p(Ω) (6) 

Here, the intercept is assigned a normal prior with a very large 
variance, essentially treating the intercept as a “fixed” effect. The re-
sidual variance is assigned a scaled-inverse chi-squared density (χ− 2) 
with degree of freedom dfe and scale parameters Sε. Wavelength effects 
have assigned priors, p

(
βj

⃒
⃒Ω
)
, indexed by a set of hyperparameters Ω 

that are also treated as random with prior distribution p(Ω). In Bayes B, 
p
(
βj
⃒
⃒Ω
)

is a mixture of a point of mass at zero and a scaled t-density, or: 

p
(
βj
⃒
⃒Ω
)
∼ π x t

(
βj
⃒
⃒dfβ , Sβ

)
+ (1 − π) x 1 (βj = 0). Therefore, a priori, 

with probability π, βj has an effect drawn from the t-density and with 
probability (1 − π) βj = 0, having no effect. Using the BGLR R package 
(Pérez & de Los Campos, 2014), dfβ was set to 5 and the other hyper-
parameters were treated as random. Other parameters were: nIter =
200,000 (number of iterations of the sampler), burnIn = 15,000 (the 
number of initial samples discarded), and thin = 5 (thinning used to 
compute posterior means). The importance of the wavelengths for the 
prediction was visualized as above for EN. 

2.6. Training and evaluation of NIRS prediction models 

The model parameters optimization (training phase) of PLS, EN, and 
BB was conducted using 10-fold cross-validation (CV), or leave-nearest- 
neighbour-out cross-validation (NNv) in the case of MBL. The optimal 
parameters for each model were defined as those minimizing the RMSE 
of these cross-validations (RMSEcv/RMSENNv). An example of PLS for oil 
prediction is shown in Supplementary Fig. 1. The performance of the 
final model was assessed in an independent validation set using Root 
Mean Squared Error (RMSE) as the primary metric, supplemented by the 
Residual Prediction Deviation (RPD), and the Coefficient of Determi-
nation (R2). NIRS models were developed using the full size of the 
training set, but also using the reduced training sets (see 2.2.3). The 
resulting models were always evaluated on the same independent set 
(see 2.2.2). The full size set for oleic acid content comprised a total of 
101 samples. 

3. Results and discussion 

3.1. K-means clustering designed a representative training set 

The spectral variability of the samples harvested in trial 1 was 
investigated by PCA (Supplementary Fig. 2). None of the samples were 
outliers based on the squared orthogonal Euclidean distance (q) and 
Hotelling T2 distance (h). However, 27 of the 409 total samples were 
extreme (Supplementary Fig. 3), showing a deviating behaviour ex-
pected due to sample heterogeneity, and chemical or physical 
variations. 

Three different training sets were selected using the Kennard-Stone, 
K-means, and Puchwein sampling algorithms. The Kullback & Leibler 
divergence (KL) metric values were 2.84, 3.04, and 3.39 for K-means, 
Kennard-Stone, and Puchwein, respectively. The lowest value of 2.84 
suggested that K-means is the most effective algorithm for selecting 125 
samples that best represent the entire spectral population. In fact, lower 
KL values indicate a greater similarity of the initial population by the 
training set in terms of score distributions (Fig. 1 A-C). Although we 
highlighted the K-means algorithm as the best method, it remains un-
clear whether this finding can be generalized or is dataset specific. 
Therefore, further research should compare different sampling algo-
rithms based on this proposed rapid comparison. A more precise com-
parison of sampling algorithms would require the chemical analysis of 
all the different training sets and the development of NIRS models using 
each set, which would drastically increase the cost. 

It is worth noting that K-means clustering ensured a broad repre-
sentation of genetic diversity in the training set. Positively, 109 of the 
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125 selected samples had unique genotypes, and only 16 samples rep-
resented replicates in the field of one of these 109 genotypes (i.e., 
replicate 1 and replicate 2 of the same genotype). The NIRS literature 
often fails to detail the differences in sample genetics present in the 
training set. However, a large number of samples with identical genetics 
could pose an issue during the cross-validation procedure. Cross- 
validation (CV) assumes that samples in the training set are indepen-
dent (Rabinowicz & Rosset, 2022). A recent comprehensive study 
involving 60 samples from 10 Australian faba bean varieties showed that 
the inclusion of field replicates in the training set is indeed a common 
practice (Johnson et al., 2023). These samples may not be considered 
independent. In our study, it is positive that only ~10% of the calibra-
tion samples were field replicates; moreover, they were sampled from 
different spectral clusters, reducing the aforementioned dependency 
problem in the CV. 

3.2. Training and validation sets differed in chemical and genetic 
variability 

From trial 2, 67 samples were selected as the validation set to test the 
robustness of the models across breeding trials. The validation set 
differed in chemical variability from the training set (Fig. 2 A-C). This 
diversity is a desired feature in this specific context, as the intention was 
to design an independent and unbiased set for the validation and com-
parison of the models. 

The protein content of the training set ranged from 18.39% to 
34.39%, with an average of 25% and a coefficient of variation (CV) of 
~11%. The validation set showed a higher average (30%), ranging from 
21% to 35%, with a CV of ~10%. These values covered the full range of 
protein variation expected in faba bean breeding material. For example, 
an evaluation of 840 inbred breeding lines with a wide genetic back-
ground showed variation in protein content ranging from 18% to 30% 
(El-Sherbeeny & Robertson, 1992). The large variation was expected as 
our samples covered different botanical groups and were collected from 
around the world. Despite having a smaller sample size compared to 
Wang et al. (2014), the calibration set we designed showed a greater 
variability. The inclusion of extreme values (low or high protein) helps 
to prevent bias towards under- or over-prediction of protein content. 

The average oil content of the training set was 1.69%, higher than 
the average content of the validation set (1.44%). The range of variation 
was from 1.35% to 2.17% for the calibration set and from 1.17% to 
1.92% for the validation set, with CVs of ~9% and 10%, respectively. 
Wang et al. (2014) recorded an oil range from 0.48% to 1.99% in faba 
bean. Therefore, material with very low oil (<1%) was not included in 
this study. The slight differences in oil content between studies could be 
due to the different solvents and extraction methods used. However, if 
the very low oil content is due to genetic factors, the inclusion of this 
genetics would extend the calibration curves and facilitate the breeding 
of ultra-low oil varieties. For oleic acid content, the training set con-
sisted of 101 samples, ranging from 13.72% to 30.10%, with a mean of 
18.65% and a CV of ~13%. The validation set of 57 samples ranged from 
13.72% to 26.76%, with a mean of 18.65% and a CV of ~15%. Oleic 
acid’s variability was consistent with previous chemical analyses in faba 
bean (Welch and Wynne Griffiths, 1984). 

Moreover, the validation set differed in genetic background, with 
68% of the samples being genetically distinct from the calibration set. 
The KS algorithm identified new spectral variation introduced into the 
dataset, suggesting a correlation between spectral variation and genetic 
background. When applied to a combined dataset of trial 1 and trial 2, 
the algorithm (using the calibration set samples as forced initializing 
points) selected only 8 out of 67 samples from trial 1. This approach 
effectively increased the chemical, spectral, and genetic variability of 
the population used to train and validate the NIRS models. The main 
benefits were an unbiased validation set and the potential to expand the 
predictive range of the model by later incorporating these validation 
samples into future training sets. 

3.3. Savitzky–Golay filter removed noise from raw NIRS data 

Easily visualized peaks in the raw spectra were located at 
1192–1204 nm, 1452–1502 nm, 1738–1782 nm, 1932–1944 nm, 
2094–2140 nm, and 2306–2348 nm (Fig. 2 D). The raw data showed 
sloping baselines due to light scattering effects and other instrumental 
variations. It is well known that multivariate analysis performed on the 
spectra can be affected by additive and multiplicative scattering effects 
(Rinnan et al., 2009). A Savitzky–Golay (SG) filter with a first derivative 
and a first order polynomial applied to a window size of 7 points was 
used to minimize such effects. This pre-processing removed the baseline 
shift and highlighted informative peaks (Fig. 2 E). The results of the 
trial-and-error approach used to select the best pre-processing are re-
ported in the Supplementary Table 1. 

Fig. 1. A-C. Probability density functions of the principal component scores for 
the three selected calibration sets (coloured lines) compared to the density of 
the total population (black lines). A) Kennard stone sampling in red (KL =
3.04); B) Puchwein sampling in blue (KL = 3.39); C) K-means sampling in green 
(KL = 2.84). K-means produced the lowest KL value, thus the calibration set 
that best represented the variability of the entire dataset (overlap between the 
distributions). (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
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3.4. Prediction accuracy decreased from protein to oil and oleic acid 

Partial Least Squares (PLS), Elastic Net (EN), Memory-based 
Learning (MBL), and Bayes B (BB), were employed to estimate pro-
tein, oil, and oleic acid content in faba bean seeds. In terms of overall 
predictive ability, protein content was the most reliably predictable trait 
(R2 = 0.96–0.98; RPD = 4.05–6.6), followed by oil content (R2 =

0.82–0.86; RPD = 1.53–2.34), and oleic acid content (R2 = 0.31–0.68, 
RPD = 0.68–1.04). The difference in predictive ability is illustrated by 
the R2 in Fig. 3 A. 

Wang et al. (2014) previously found oil less predictable than protein 
in faba bean, aligning with other findings in pea (Hacisalihoglu et al., 
2020). Notably, faba beans and peas often store ten times more protein 
than oil. The amount of specific chemical compounds influences the 
prediction accuracy, as it affects the detection threshold (Johnson et al., 
2020). This may partly explain why oil content was less predictable than 
protein. However, differences in the molecular composition of these two 
components also play an important role (Cem & Kahriman, 2012). To 

date, faba bean literature lacks information on predicting oil composi-
tion, mainly because of the lack of interest in fatty acids in non- 
olinageous crops. Most NIRS validations have focused on crops with 
medium to high oil content, including soybean (14–24%) (Leite et al., 
2020) and sesame (40.7–58.4%) (Tsegay et al., 2023). A potential lim-
itation of our study regarding oleic acid prediction arises from using the 
relative peak areas from the chromatogram as response variables. This 
widely adopted approach does not provide absolute quantification. 
Absolute quantification could further improve the prediction, as pre-
diction accuracy is highly dependent on the accuracy and precision of 
the reference method (Manley, 2014). 

Protein content has been effectively predicted in previous studies on 
faba bean. Wang et al. (2014) predicted proteins with an RMSE of 0.34, 
an R2 of 0.94, and an RPD of 4.05. Their results align closely with our 
PLS model, which exhibited even higher R2 (0.98) and RPD (6.66). In 
our study, the models’ robustness was assessed on independent samples, 
which were collected from a different field trial and featured new ge-
netic backgrounds. Such comprehensive validation is rare in the faba 
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Fig. 2. A-C. Variability in protein (A), oil (B), and oleic acid (C) of the training set (red) and validation set (blue). The dashed lines indicate the respective mean 
values. D-E. The figures depict raw (D) and pre-processed (E) NIR spectra. D shows differences in absorbance values (y-axis) at the starting wavelength (x-axis), 
indicating a baseline shift due to various factors including light scattering. E shows the NIR spectra after pre-processing, which removed the baseline shift and 
associated noise. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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bean literature. Similar to our approach, only Johnson et al. (2023) 
validated protein predictions across different field trials. However, their 
study was more limited in scope, relied on a smaller sample size of only 
10 varieties, and included a narrowed protein variation range of 
26.5–30.2%. The Bayes B model predicted oil content with an RMSE of 
0.067, an R2 of 0.83, and an RPD of 2.34, outperforming the only model 
available in literature (R2 0.68, RMSE 0.16, RPD 1.79) (Wang et al., 
2014). Furthermore, Elastic Net was the best model for predicting oleic 
acid with an R2 of 0.68. Ideally, NIRS-based models should have an R2 >

0.90 for excellent prediction (Saeys et al., 2005). However, it can be 
argued that at the selection stage in breeding, a lower R2 is sufficient and 
that the definition of ‘acceptable model’ depends on the specific appli-
cation of the model. When breeders are tasked with selecting materials 
from thousands of options, the correlation between actual and predicted 
values bears importance. A model with an R2 of 0.68 has a good 

correlation index that can effectively aid this decision making process. 
An R2 of 0.68 would correspond to a Pearson correlation coefficient (r) 
of about 0.84 between predicted and observed chemical values, bearing 
in mind that r can be approximated by the square root of R2. Overall, the 
NIRS models developped in this study are robust and valuable tools for 
faba bean breeding, validated across trials including a wide range of 
chemical and genetic diversity, and outperform previously reported 
models. 

3.5. The best statistical approach for prediction was compound-specific: 
Partial least squares for protein, Bayes B for oil, elastic net for oleic acid 
content 

Summary statistics for the 10-fold cross-validation and external 
validation are shown in Table 1:. The PLS model included 13 latent 
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Fig. 3. A. Coefficient of determination (R2) for the prediction of protein, oil, and oleic acid. The intervals defined by multiple black dots represent the output from 
the four different predictive models. Where fewer than four points are shown, this indicates that some models gave identical R2. The data suggest that the lower the 
predictability of a compound by NIRS (e.g., oleic acid), the greater the variability of R2 between models. B–D. Plots of observed versus predicted values for protein 
(B), oil (C), and oleic acid (D). The R2, RMSE, and RPD values are displayed, and they refers to Partial Least Squares for protein, Bayes B for oil, and Elastic Net for 
oleic acid. 
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variables (LV) for all three compounds. The best λ for EN was 0.0056 for 
protein, 0.0025 for oil and 0.034 for oleic acid. The best number of k in 
MBL was 28, 98, and 83 for protein, oil, and oleic acid, respectively. 

The optimal predictive approach was compound-specific (Fig. 3 B- 
D). For protein content, the standard PLS regression was the most ac-
curate. Specifically, PLS yielded an RMSE value of 0.46, outperforming 
EN, MBL, and BB values of 0.54, 0.63, and 0.75, respectively. As RMSE is 
a performance measure expressed in the same unit as the compound 
being analysed, these values suggest that PLS can predict the protein 
content in unknown and independent samples with an accuracy margin 
of ± RMSE%. The RPD values for PLS, EN, MBL, and BB were 6.66, 5.71, 
4.86, and 4.5 respectively, further supporting PLS as the model with the 
lowest mean prediction error. Variable shrinkage and selection carried 
out by EN and BB highlighted the most informative wavelengths for 
predicting protein content (Table 2). As expected, EN showed greater 
stringency in variable selection (51 variables selected) than BB, which 
tends to assign very small effects to certain variables while keeping them 
in the equations. The two models prioritised different wavelengths 
(Fig. 4). These differences reflect the distinctive approaches to variable 
selection, but could also be influenced by the compound’s complex 
molecular architecture and by multicollinearity. Variable selection did 
not result in superior performance compared to PLS. 

For oil content, the alternative models outperformed the standard 
PLS method. The RMSE values for BB, EN, and MBL were 0.067, 0.09, 
and 0.09, respectively, while the RMSE of PLS was 0.1. The RPD values 
confirmed the superior performance of BB. The RPD values for BB, MBL, 
EN, and PLS were 2.34, 1.84, 1.66, and 1.53, respectively. Both EN and 
BB detected a strong signal for oil content in the 1720 to 1734 nm 
wavelength range, most likely because the casual oil signal is retained in 
this range (Fig. 4). Specifically, BB detected a prominent peak at 1728 
nm with a coefficient ten times greater than the second most prominent 
peak (1732 nm). Existing literature has pinpointed intervals such as 
1600–1800 nm and 2100–2380 nm as relevant to oil and fatty acids 
(Manley, 2014; Sato et al., 1991). In particular, the 1620–1730 nm re-
gion is thought to be related to the first overtone of the C–H vibration 
found in chemical groups such as -CH3, -CH2, and =CH2 (Manley, 2014; 
Sato et al., 1991). The band position at 1732 nm is reported for the C–H 
bonds in aliphatic hydrocarbons (Ciurczak et al., 2021; Workman Jr & 
Weyer, 2012). Therefore, the vibrational frequency of the hydrocarbon 
chains in fatty acids, and thus in the total oil, may be the cause of the 
prominent peak detected. 

For predicting oleic acid content, PLS was not the optimal approach. 

PLS produced an RMSE value of 4.3, whereas EN, MBL, and BB per-
formed better with values of 2.83, 2.83, and 2.8, respectively. Accord-
ingly, the RPD values for PLS, EN, MBL, and BB were 0.68, 1.03, 1.03, 
and 1.04 respectively. Although BB had a slightly lower RMSE, EN was 
selected as the superior method due to its considerably higher R2. This 
indicates that, despite a comparable prediction error, BB did not ensure 
a strong linear relationship between observed and predicted values. As a 
general trend, the RMSEs were always higher in the external validation 
than in the cross-validation. An important significant discrepancy was 
observed for oleic acid. Using the EN method as an example, the RMSEcv 
was 1.22, while the RMSE in the validation increased to 2.83. This dif-
ference suggests that the model could be over-fitted to the calibration 
set. The reduced generalization may also be related to the smaller cali-
bration set for oleic acid, highlighting the importance of achieving an 
appropriate sample size. EN removed noisy signals and improved the 
prediction by variable selection, retaining 89 variables. The most 
informative peaks were located between 1698 nm and 1788 nm. 
Considering that 1728 nm was the most prominent peak for oil in this 
study, finding very close band positions (e.g., 1716 nm, 1718 nm, 1720 
nm, etc.) indicates that this region contains important chemical signals 
associated with lipids. The peaks at 1714 and 1699 nm are reported to 
correspond to the C–H overtone positions for aliphatic hydrocarbons 
(Ciurczak et al., 2021; Workman Jr & Weyer, 2012), which constitute 
the structural chains in fatty acids. 

Our study is the first to explore such diverse statistical approaches in 
faba bean research, and to introduce the use of EN and BB in legumes to 
the existing literature. We introduced these metodologies as they are 
frequently employed in genomic prediction, a common tool in breeding 
to predict plant or animal performance based on molecular information 
(Daetwyler et al., 2013; Wang et al., 2019). The use of models that can 
be applied to different datasets (e.g., molecular and NIRS data) could 
provide an advantage in breeding pipelines by making more efficient use 
of various data sources. Furthermore, our findings support an initial 
research hypothesis that these advanced statistical models could further 
improve the predictive performance of faba bean seeds’ quality. Spe-
cifically, BB improved oil content prediction accuracy by ~33%, while 
EN improved oleic acid prediction by ~34%. This suggests that for 
compounds with lower predictive ability, the elimination or minimiza-
tion of non-contributing wavelengths by EN and BB aids to filter out 
noisy information. Ferragina et al. (2015) have already noted the strong 
performance of Bayesian models in predicting "difficult-to-predict" dairy 
traits, such as milk fatty acids. The BB and EN models identified the 

Table 1 
Prediction accuracy for protein, oil and oleic content by using Partial Least Squares (PLS), Elastic Net (EN), Memory-based Learning (MBL), and Bayes B (BB). For the 
calibration (10-fold cross-validation), the Root Mean Square Error of cross-validation (RMSEcv), and the Coefficient of Determination of cross-validation (R2

cv) are 
reported. For the validation, Root Mean Square Error (RMSE), Coefficient of Determination (R2), and Ratio Residual Deviation (RPD) are reported.  

Breeding trait Modelling method Cross-validationd External validationd 

Tuning parameter RMSEcv R2
cv RMSE R2 RPD 

Protein 

PLS LVa=13 0.35 0.98 0.46 0.98 6.66 
EN λb = 0.0056 0.37 0.98 0.54 0.98 5.71 
MBL Kc = 28 1.17 0.93 0.63 0.96 4.86 
BB  0.41 0.98 0.75 0.98 4.05  

Oil 

PLS LV = 13 0.056 0.89 0.1 0.82 1.53 
EN λ = 0.0025 0.05 0.92 0.09 0.86 1.66 
MBL K = 98 0.067 0.80 0.09 0.86 1.84 
BB  0.056 0.88 0.067 0.83 2.34  

Oleic acid 

PLS LV = 13 1.89 0.65 4.3 0.56 0.68 
EN λ = 0.034 1.22 0.84 2.83 0.68 1.03 
MBL K = 83 1.80 0.41 2.83 0.47 1.03 
BB  2.29 0.47 2.8 0.31 1.04  

a LV indicates the number of latent variables (also known as ‘factors’ or ‘components’). b λ is a hyperparameter that balances the contribution of the penalty terms. c K 
indicates the number of neighbours used. d Cross-validation refers to 10-fold cross-validation for PLS, EN, BB, and nearest neighbour validation (NNv) for MBL, while 
external validation refers to independent samples. 
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Table 2 
Variable importance for the prediction of protein, oil, and oleic acid using Bayes B and Elastic Net. The table shows the top 10 selected variables (Variable Importance) 
for each model and compound. Relevant literature information potentially linking specific wavelengths to the respective compounds is reported.  

Model Compound Variable 
Importance 

Literature informationa     

Bayes B           

Protein 

1330 nm      

The region between 1450 and 1600 nm has been associated with protein content (Ciurczak et al., 2021; Workman Jr & Weyer, 
2012). In particular, peaks around 1460 nm are linked to the N–H first overtone bond vibration. The N–H first overtone is 
associated with regions from 1510 to 1530 nm, and the aromatic C–H stretch of amino acids is typically found around 1570 nm ( 
Ciurczak et al., 2021; Workman Jr & Weyer, 2012). In addition, the 2050 to 2070 nm interval is associated with vibrations 
characteristic of protein structures, specifically the N–H second overtone and combinations. Notably, around 2048 nm and 2226 
nm, signals associated with the N–H second overtone and C–H and C––O stretching combinations in proteins are expected. The 
traditional wavelength identified for protein characterization is 2185 nm (Ciurczak et al., 2021; Workman Jr & Weyer, 2012). 

1406 nm 
1426 nm 
1430 nm 
1432 nm 
1440 nm 
1880 nm 
1918 nm 
2048 nm 
2226 nm      

Elastic 
Net 

1542 nm 
1544 nm 
1546 nm 
1672 nm 
1674 nm 
1676 nm 
1742 nm 
1744 nm 
1746 nm 
2294 nm       

Bayes B           

Oil 

1356 nm      

Intervals such as 1600–1800 nm and 2100–2380 nm have been identified as pertinent to oil and fatty acids (Manley, 2014; Sato 
et al., 1991). In particular, the 1620–1730 nm region is thought to be associated to the first overtone of the C–H vibration found in 
chemical groups such as -CH3, -CH2, and = CH2 (Manley, 2014; Sato et al., 1991). Furthermore, 2140 nm is identified as C-H/ 
C=O from lipids. 
In addition, vibrations of C–H and C–C bonds associated with oil are observed between 2300 nm and 2385 nm, with 2315 nm 
reported as a traditional wavelength for lipids/oils. The 2310–2390 nm range is also described as corresponding to C–H of lipids. 
Finally, the 2470–2480 nm range is reported as corresponding to C–H from lipids and aliphatic compounds (Ciurczak et al., 202;  
Workman Jr & Weyer, 2012). 

1684 nm 
1700 nm 
1726 nm 
1728 nm 
1732 nm 
1894 nm 
2222 nm 
2304 nm 
2434 nm     

Elastic 
Net 

1564 nm 
1566 nm 
1696 nm 
1724 nm 
1726 nm 
1728 nm 
1730 nm 
1732 nm 
2226 nm 
2372 nm       

Bayes B           

Oleic acid 

2274 nm       

Oleic acid, a major constituent of oil, shares similar spectral characteristics to those reported above. Band positions around 
1700–1788 nm correspond to important signals for oil, indicating the presence of signals associated with lipids (oil and fatty acids) 
in this region. Specifically, peaks at 1714 nm and 1699 nm are reported in the literature to correspond to C–H overtone positions 
for aliphatic hydrocarbons (Ciurczak et al., 2021; Workman Jr & Weyer, 2012). In addition, peaks around 2313 nm and 2315 nm 
are expected to correspond to C–H overtone bands of aliphatic hydrocarbons and lipids, respectively. Around 2323 nm, peaks are 
likely to represent C–H overtone from aliphatic hydrocarbons, with the region between 2385 nm and 2482 nm also indicative of 
these compounds (Ciurczak et al., 2021; Workman Jr & Weyer, 2012). 

2276 nm 
2280 nm 
2312 nm 
2314 nm 
2316 nm 
2318 nm 
2320 nm 
2428 nm 
2488 nm      

Elastic 
Net 

1698 nm 
1700 nm 
1716 nm 
1718 nm 
1720 nm 
1782 nm 
1784 nm 
1786 nm 
1788 nm 
2210 nm  

a The table summarizes information from NIR regions of the spectra identified as highly predictive by either Bayes B or Elastic Net models, suggesting potential links 
to specific chemical bonds based on prior information in the literature. However, establishing causality from high-dimensional and collinear data such as NIRS using 
only the predictive properties of sparse models is challenging. 
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wavelenght regions that were most predictive, which are directly or 
indirectly linked to the chemical compounds. Fig. 4 shows the absolute 
values of the effects of each wavelength by EN and BB. The value of each 
coefficient was expressed relative to the most prominent, normalizing 
the values within a range [0,1]. However, in reality, the models are 
characterised by positive and negative coefficients. As expected, EN was 
more stringent than BB in selecting variables, often reducing a larger 
number of wavelengths to zero effect for the three compounds. The 
extent of shrinkage and selection varies between predictors depending 
on their relationship with the response variable and with each other, but 
also varies according to the model assumption on the variance of each 
effect. High collinearity in NIR spectroscopic data, typical band overlap, 
and the presence of redundant noise can also contribute to differences in 
the informative wavelengths identified. We would like to emphasize that 
finding the most informative regions through variable selection criteria 
may not always be driven by genuine causal correlations. Instead, it 
could be the result of an empirical search for accuracy gains, typically 
measured by the RMSE. Despite several reported methods for extracting 
information from the NIR spectra, achieving unambigous results re-
mains a challenge (Manley, 2014). 

3.6. Reduced sample size decreased prediction accuracy depending on 
model type and compound 

To assess potential cost savings, different training set sizes were 
simulated by sampling 70%, 40%, and 20% of the full 125-sample 
training set. These reduced training sets retained the chemical varia-
tion of the original samples (Fig. 5 A-C; Supplementary Table 2). Sum-
mary predictive statistics of the models trained using these training sets 
are reported in Supplementary Tables 3, 4, and 5. 

Overall, smaller sample sizes reduced prediction accuracy for the 
three compounds (Fig. 5 D–F), in line with the widely accepted notion 
in literature that larger sample sizes improve model accuracy and pre-
vent overfitting (Schoot et al., 2020). However, the effect of reducing the 
sample size on model performance varied across models and com-
pounds. Notably, protein content prediction showed greater resilience to 
reductions in sample size, with EN and MBL demonstrating the greatest 
robustness. Specifically, EN maintained an RMSE of 0.54 with only 70% 
of the samples. Similarly, MBL exhibited lower prediction errors with 
the 70% and 40% calibration sets. Although the highest accuracy for 
protein was achieved by PLS trained on the full training set, NIRS users 
may consider a small trade-off in accuracy for reduced analysis costs. In 
this scenario, EN and MBL trained with smaller sample sizes were cost- 
effective alternatives in our study. Yet, this is not a universal rule and 
these results should not be generalized without considering the speci-
ficities of each context. 

For oil content, the RMSE consistently increased with reduced sam-
ple size, except for EN. EN retained an RMSE of 0.9, showing the same 
performance when trained with the full or 70% training set. Remark-
ably, BB also remained robust with reduced sample size, providing a 
better alternative to PLS, MBL, and EN on the full dataset when 
considering RMSE, R2, and RPD simultaneously. For oleic acid, the ac-
curacy of all models declined with decreasing sample size. This un-
derlines the importance of a larger number of samples for compounds 
with lower predictive ability. Visual inspection of the trend shown in 
Fig. 5 D-F suggests that a larger sample size would increase the pre-
diction accuracy for this compound. 

A caveat to our research is the use of a fixed approach to data pre- 
processing. While previous research has demonstrated that modifying 
the data pre-processing strategy can improve accuracy with reduced 
sample sizes (Schoot et al., 2020), our study aimed to provide a 
straightforward pipeline for NIRS users. Constantly adjusting the data 
pre-processing with each update of the calibration set would be a labour- 
intensive task. Hence, our methodology seeks to strike a balance be-
tween efficiency and effectiveness. In addition, we advocate further 
research in the area of sample size reduction, and recommend that 
studies start with a larger sample size to determine the optimal mini-
mum required. 

4. Conclusion 

In this study, we established a reproducible, license-free NIRS pipe-
line to predict protein, oil, and oleic acid content in faba bean using 
NIRS data. Our investigation revealed that the K-means clustering al-
gorithm is an efficient algorithm for designing a representative training 
set. Interestingly, the predictive ability of different statistical models 
varied depending on the target compounds. It was found that for com-
pounds with lower predictive ability (e.g., oleic acid and oil), exploring 
different modelling approaches can led to a higher gain in prediction 
accuracy compared to others that can be easily predicted using the 
standard PLS method (e.g., protein content). Typically, a standard PLS 
model developed for a specific year or condition is updated with new 
chemical samples to compensate any loss in prediction accuracy. We 
demonstrated that prediction accuracy can be maintained across 
breeding trials by exploring alternative statistical approaches without 
the need for new chemical analyses (and the associated costs), at least to 
some extent and for some compounds. Notably, this research introduced 
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Fig. 4. Variable importance and selection for A) protein, B) oil, and C) oleic 
acid for Bayes B (red solid lines) and Elastic Net (black dashed lines). The plots 
display the predictor variables (wavelengths in nm) on the x-axis, and the 
magnitude of their importance in the prediction (y-axis). The values displayed 
are normalized [0, 1]. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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the application of both BB and EN to the NIRS analysis with a focus on 
legume seeds quality. These models excelled and outperformed PLS for 
predicting oil and oleic acid respectively, underscoring that variable 
selection improves predictions. In conclusion, the models we have 
developed are invaluable tools for the faba bean research community as 
well as for breeding or applications in the food industry. 
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Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.fochx.2024.101583. 
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