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ABSTRACT

Objectives: To assess fairness and bias of a previously validated machine learning opioid misuse classifier.

Materials & Methods: Two experiments were conducted with the classifier’s original (n¼1000) and external

validation (n¼53 974) datasets from 2 health systems. Bias was assessed via testing for differences in type II er-

ror rates across racial/ethnic subgroups (Black, Hispanic/Latinx, White, Other) using bootstrapped 95% confi-

dence intervals. A local surrogate model was estimated to interpret the classifier’s predictions by race and aver-

aged globally from the datasets. Subgroup analyses and post-hoc recalibrations were conducted to attempt to

mitigate biased metrics.

Results: We identified bias in the false negative rate (FNR ¼ 0.32) of the Black subgroup compared to the FNR

(0.17) of the White subgroup. Top features included “heroin” and “substance abuse” across subgroups. Post-

hoc recalibrations eliminated bias in FNR with minimal changes in other subgroup error metrics. The Black FNR

subgroup had higher risk scores for readmission and mortality than the White FNR subgroup, and a higher mor-

tality risk score than the Black true positive subgroup (P< .05).

Discussion: The Black FNR subgroup had the greatest severity of disease and risk for poor outcomes. Similar

features were present between subgroups for predicting opioid misuse, but inequities were present. Post-hoc

mitigation techniques mitigated bias in type II error rate without creating substantial type I error rates. From

model design through deployment, bias and data disadvantages should be systematically addressed.

Conclusion: Standardized, transparent bias assessments are needed to improve trustworthiness in clinical ma-

chine learning models.
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ability
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INTRODUCTION

Intelligent computing and machine learning have gained prominence

for their roles in patient-centered healthcare and the democratiza-

tion of medicine over the last 20 years.1–3 Machine learning classi-

fiers have been shown to outperform clinical judgment at the

population level by reducing screening burdens and access inequities

for common illnesses and conditions.4–6 As with any data, analytical

techniques brought to them can contain a range of biases, from sam-

ple bias to measurement bias to representation bias and historical

bias. In machine learning, bias impacts every step of model develop-

ment, testing, and implementation and can lead to algorithmic bias

and feedback loops known as biased network effects.7 Biases tend to

unfairly disadvantage some groups or populations over others—of-

ten those already disproportionately marginalized.8,9 When natural

language processing (NLP) classifiers are developed with biased or

imbalanced datasets,10 disparities across subgroups may be codified,

perpetuated, and exacerbated if biases are not assessed, identified,

mitigated, or eliminated. In healthcare settings, these biases and dis-

parities can create multiple layers of harm.9,11

In the 21st century, US medical institutions and pharmaceutical

companies have been a key driver of the first of a triple-wave opioid

overdose epidemic.12 Opioid prescribing tripled between the 1990s

and 2011, and opioid overdose deaths due to pharmaceutical

opioids more than tripled during that time and was tied to an older,

whiter age cohort than that of the late 20th century.13 With the dis-

tribution and consumption of opioids shifting to pharmaceuticals

and patients with pain, opioid misuse treatment expanded from the

criminalization and abstinence models that had mainly targeted ur-

ban Black and Brown men, toward a disease or addiction model;

this shift has been associated with a White middle-class logic of eu-

genics and neuroscience14,15 that has made space to sympathize with

both White rural and suburban opioid consumers and the corporate

pharmaceutical companies and doctors that distribute them.16 Stud-

ies of universal substance misuse screening programs17 and treat-

ment services18 show how medicine continues to codify and

perpetuate racial biases and access inequities.

OBJECTIVES

Given the structural and historical backdrops that impact clinical

data regarding substance misuse, we are operationalizing principles

of fairness, accountability, transparency, and ethics (FATE) to assess

our NLP opioid misuse classifier’s predictions.11,19 The identifica-

tion of bias and fairness in screening tools is critical to plan for miti-

gation or elimination prior to deployment. In this article, we first

apply techniques to audit our classifier’s fairness and bias by adapt-

ing a bias toolkit20 and then attempt to correct bias with post-hoc

methods. Second, we examine face validity by running Local Inter-

pretable Model-Agnostic Explanations (LIME)21 across all individ-

ual predictions and providing averaged features to further assess for

differences in features between race/ethnic groups. We believe this

study is a key step toward a more transparent assessment of machine

learning models .

MATERIALS AND METHODS

Development and internal validation dataset
The opioid misuse classifier was originally developed from hospital-

ized patient data at Loyola University Medical Center (Loyola).

Loyola is a 559-bed hospital and tertiary academic center, including

a burn and Level 1 trauma center, serving Chicago and its western

suburbs. The study cohort for annotation consisted of a sampling

(n¼1000) of adult hospital encounters from the electronic health

record (EHR) between 2007 and 2017. Oversampling was per-

formed for hospitalizations with International Classification of Dis-

eases (ICD)-9 and 10 codes related to opioid misuse or chronic pain,

urine drug screens positive for opioids, naloxone orders and admin-

istration (ie, for opioid overdoses), or physician orders for urine

drug screens (signifying at-risk individuals). The final dataset for de-

velopment and internal validation consisted of 367 manually labeled

cases, age- and sex-matched with controls that had no indications of

opioid misuse.

The final classifier was a standardized vocabulary embedding

into a Convolutional Neural Network (CNN), and it outperformed

a rule-based classifier developed by addiction experts as well as

other machine learning classifiers. The previously developed CNN

opioid classifier is accessible at https://github.com/AfsharJoyceInfo-

Lab/OpioidNLP_Classifier. The CNN opioid classifier demon-

strated a sensitivity of 79% (95% CI: 68%–88%) and a specificity

of 91% (95% CI: 85%–95%). For additional details on model de-

velopment see Sharma and colleagues.4

External validation dataset
The external validation dataset was derived from the EHR at Rush

University Medical Center (Rush). Rush is a 727-bed hospital, ter-

tiary care academic center located on the West Side of Chicago.

Rush launched a multidisciplinary Substance Use Intervention Team

(SUIT) to address the opioid epidemic through a Screening, Brief In-

tervention, and Referral to Treatment (SBIRT) program with an in-

patient Addiction Consult Service in October 2017.22,23 Part of the

SUIT initiative included the following single question universal drug

screen: “How many times in the past year have you used an illegal

drug or used a prescription medication for non-medical reasons?”

(�1 is positive). The single-question screen was administered by

nursing staff as a part of the admission battery of questions to

patients admitted to Rush’s 18 inpatient medical and surgical wards.

Nursing staff were encouraged to complete the question but, as with

much of the admission battery, a forced response was not required.

Patients with a positive universal screen were referred for a full

screen with the 10-item Drug Abuse Screening Test (DAST-10).24

Survey data collected during the hospital-wide screening program

served as the reference dataset for external validation of the opioid

classifier that was developed at Loyola. The inclusion criteria were

all unplanned adult inpatient encounters (�18 years of age) who

were screened between October 23, 2017, and December 31, 2019

(n¼53 974).

In external validation using the first 24 hours of clinical notes,

the CNN opioid classifier demonstrated a sensitivity of 80% (95%

CI: 77%–83%) and a specificity of 99% (95% CI: 99%–99%).

Screened patients with opioid misuse were disproportionately youn-

ger, male, and Black compared with the patients with no misuse,

and also on Medicaid and discharged against medical advice com-

pared to those with no misuse.25 For a more detailed description of

the external validation methods, see Afshar and colleagues’ publica-

tion.25

Analysis plan
To conduct our experiments for the assessment of bias and fairness,

we used the external validation data (n¼53 974) as representative

of patients that participated in a hospital-wide screening program.
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Given racial disparities around opioid misuse, the demographics of

our patient population, and the attention to systemic racism in the

US in 2020, we prioritized auditing the models for parity by race. In

Chicago, the heroin and overdose epidemics have had the greatest

impact on non-Hispanic Black persons.26 Of note, the racial catego-

ries in the Rush EHR system are White, Black, Asian, American In-

dian or Alaskan Native, Native Hawaiian or Other Pacific Islander,

Other, and Missing/Declined. Ethnicity is collected as Hispanic/Lat-

inx or non-Hispanic/Latinx. As more Hispanic/Latinx patients

choose “Other” for race (n¼6307), we adopted CDC methods and

those of large, national health surveys and combined “Hispanic/Lat-

inx—Other Race” with Hispanic/Latinx White and Hispanic/Latinx

Black ethnicity (n¼3089) to make “Hispanic/Latinx” race/ethnicity

(n¼9252).27–29 The 4 remaining racial/ethnic categories—Asian,

Native American or Alaskan Native, Native Hawaiian or Other Pa-

cific Islander, Other Race/Ethnicity, plus refuse/unknown—have

been collapsed into Other (n¼3836). In the following analysis, non-

Hispanic/Latinx White and non-Hispanic/Latinx Black are referred

to as White and Black, respectively. We conducted 2 distinct experi-

ments to assess bias of the classifier’s opioid misuse predictions. We

included the 4 racial/ethnic patient subgroups from the external vali-

dation dataset: White (n¼23 345), Black (n¼17 541), Hispanic/

Latinx (n¼9252), and Other (n¼3836).

In the first experiment, we adapted a publicly available python

toolkit for auditing ML models for fairness and bias, and used the

same group distributional and error-based metrics.20 As an interven-

tion, our opioid misuse classifier is assistive rather than punitive. In

other words, the goal of the classifier is to provide point-of-care edu-

cation, treatment options, and care pathways to patients who misuse

opioids. Therefore, we tested for disparities in type II errors (ie, false

negative classifications) across groups, stratified by age range, sex,

and race/ethnicity, since we do not want to miss treatment opportu-

nities due to such disparities. To assess bias and fairness, we mea-

sured each subgroup’s false negative rate (FNR), which is the

fraction of false negatives of a subgroup among the number of la-

beled positives. We did not prioritize the false omission rate (FOR)

which was too sparse to measure; this dataset is highly imbalanced

with approximately 99% of encounters labeled negative. Focusing

on race/ethnicity, our model was considered biased if the FNR of

Black, Hispanic/Latinx, or Other is greater than the White FNR,

and if the predicted positive rate (PPR) of Black, Hispanic/Latinx, or

Other vs White does not reflect statistical parity. The PPR is the

fraction of cases predicted as positive within a group and is a distri-

butional metric and not a measure of type II error. Although PPR

has less impact at the patient-level than FNR, particularly for an as-

sistive medical intervention like substance misuse prevention and

treatment, we aimed for statistical parity of PPR between subgroups.

Comparison between subgroups, including race/ethnic groups, were

made using bootstrapped 95% confidence intervals (CI) to detect

disparities in the group distributional and error-based point esti-

mates.

Our second experiment used Local Interpretable Model-

Agnostic Explanations (LIME)30 to estimate the face validity, also

referred to as local fidelity,31 of the opioid misuse classifier’s predic-

tions on the Rush dataset. LIME trains an interpretable model by

generating local surrogate models to explain the individual predic-

tions of the CNN, opioid misuse classifier. Rather than try to test

the entirety of features generated by the opioid misuse classifier, our

surrogate model made individual or local predictions of the external

validation data by racial subgroup and compared them to the global

predictions from the training data from Loyola. In other words,

LIME estimated the global interpretability of the CNN model in or-

der to examine its face validity. For the CNN model, a local surro-

gate model was applied to approximate the predictions to explain

individual predictions locally and then average the feature weights

from the local explanations to derive a global measure across all

patients. The global LIME measure had an average median R2 (vari-

ance explained) of 0.979 (IQR 0.972–0.984), which was an excel-

lent approximation for the CNN opioid misuse classifier. LIME

results were examined across subgroups to assess for any differences

in the features between race/ethnic subgroups that could be removed

for presumed bias.

Two post-hoc bias mitigation experiments were conducted: the

first by varying the cut point in the subgroup with the biased FNR

and the other by recalibrating the classifier by subgroup. The cut

point was varied in the subgroup with a biased FNR estimate to im-

prove sensitivity without losing specificity. In our prior publications,

we examined a range of cut points, including the Youden index,32 to

identify the optimal sensitivity and specificity for a hospital-wide

program. The same approach was followed during subgroup recali-

bration. Model predictions for the external validation dataset were

recalibrated using isotonic calibration33 to better match the ob-

served events with the predicted probabilities by the opioid misuse

classifier. After each approach, we reran our bias assessment to ex-

amine for mitigation.

To examine the discordance between the ground truth labels and

predicted labels, we conducted a chart review of all the false nega-

tives across the Black subgroup from our external validation dataset.

Two trained reviewers (SB and CM) with high interrater agreement

(Kappa score ¼ 0.90) performed chart reviews to verify the level of

opioid misuse using previously developed guidelines.25 Patient char-

acteristics across subgroups and by misclassification type were ana-

lyzed. The Elixhauser classification of 30 diagnostic codes,

accounting for major comorbidities including mental health condi-

tions and substance use disorder diagnoses, was the basis for mortal-

ity and readmission scores.34 We used chi-squared tests for

categorical variables and the Kruskal-Wallis H-test for continuous

variables (P< .05). Statistical analyses were conducted with Python

Version 3.6.5 (Python Software Foundation).

The Rush University (#18061108) and Loyola University Chi-

cago (LU #209950) Institutional Review Boards approved these

analyses and waived informed consent for use of retrospective pa-

tient data.

RESULTS

In the external validation dataset, the true negative rate from our

opioid misuse classifier was consistent across all subgroups, includ-

ing race. However, the classifier had a decrease in the true positive

rate with increasing age groups (Table 1). We also identified bias in

the false negative rate (FNR) of the Black subgroup (n¼106) when

compared to the White subgroup (n¼34). The opioid misuse classi-

fier’s FNR was higher among the Black subgroup (0.32; 95% CI:

0.27–0.37) in comparison to the White subgroup (0.17; 95% CI:

0.12–0.23) (Figure 1). The predicted positive rate (PPR) was also

higher among the Black subgroup (0.51; 95% CI: 0.48–0.55) com-

pared to the White subgroup (0.33; 95% CI: 0.30–0.37).

The LIME experiment demonstrated good face validity among

the top features of the original and external validation datasets;

however, no differences were noted between subgroups. “Heroin”

was the most important global feature across all positive cases

(Figure 2). In the Black and White subgroups, the top features were
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Table 1. Test characteristics and 95% confidence intervals across age, sex, and racial/ethnic subgroups of the external validation cohort

(N¼ 53 974)*

True positive rate True negative rate False positive rate False negative rate Precision

Age in years

18–44 0.837 0.991 0.009 0.163 0.646

(0.787–0.880) (0.990–0.993) (0.007–0.011) (0.121–0.213) (0.593–0.697)

45–60 0.731 0.991 0.009 0.270 0.599

(0.672–0.784) (0.989–0.993) (0.008–0.011) (0.216–0.328) (0.543–0.654)

61–70 0.588 0.996 0.004 0.412 0.533

(0.483–0.687) (0.995–0.997) (0.003–0.005) (0.313–0.517) (0.434–0.630)

� 71 0.273 1.000 0.0003 0.727 0.429

(0.060–0.610) (0.999–1.0) — (0.390–0.940) (0.099–0.816)

Sex

Female 0.776 0.996 0.005 0.224 0.557

(0.717–0.829) (0.995–0.996) (0.004–0.005) (0.171–0.283) (0.500–0.612)

Male 0.728 0.993 0.007 0.273 0.647

(0.681–0.770) (0.992–0.994) (0.006–0.008) (0.229–0.319) (0.573–0.695)

Race/ethnicity

Black 0.685 0.991 0.010 0.316 0.585

(0.632–0.734) (0.989–0.992) (0.008–0.011) (0.266–0.368) (0.535–0.634)

Hispanic/Latinx 0.833 0.997 0.003 0.167 0.698

(0.727–0.911) (0.996–0.998) (0.002–0.004) (0.089–0.273) (0.589–0.792)

White 0.827 0.996 0.004 0.174 0.635

(0.766–0.877) (0.995–0.999) (0.003–0.005) (0.123–0.234) (0.573–0.695)

Other 0.667 0.995 0.005 0.333 0.471

(0.447–0.844) (0.993–0.997) (0.003–0.008) (0.153–0.553) (0.298–0.649)

*Significant point estimates and confidence intervals for race have been italicized.

Figure 1. Plot of bias and fairness point estimates with bootstrapped 95% confidence intervals for the NLP opioid misuse classifier’s predictions for the external

validation cohort.
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very similar; “heroin” was the top feature for Black positive cases

(Figure 3), and “drug abuse” was the top feature for White (Figure

4). Only the weights differed in comparison to global features of the

original dataset. For example, the average weight of “heroin” in the

original dataset is nearly twice that of the Black subgroup (0.014)

and 10 times greater than that of the White subgroup (0.002) in the

external validation dataset.

Our first mitigation experiment reduced the cut point in the Black

subgroup from 0.3 to 0.2; this change improved the sensitivity in the

subgroup from 0.68 to 0.75. The resulting FNR for the Black subgroup

was reduced to 0.25 (95% CI:0.20–0.30) and in closer approximation

to the White subgroup with overlapping confidence intervals (Figure

5). However, the FDR for the Black subgroup increased from 0.41

(95% CI: 0.37–0.47) to 0.46 (95% CI: 0.41–0.50) but still overlapped

with the White subgroup’s FDR (0.36; 95% CI: 0.31–0.43). The dis-

parity in PPR between Black and White subgroups widened; the Black

subgroup PPR increased from 0.51 (95% CI: 0.46–0.55) to 0.55 (95%

CI: 0.52–0.59) and the White subgroup decreased from 0.33 (95% CI:

0.30–0.37) to 0.30 (95% CI: 0.27–0.34).

The second mitigation technique recalibrated the classifier by

subgroup. Again, the recalibration removed the bias in the FNR of

the Black subgroup (Figure 6). The recalibrated FNR for the Black

subgroup was reduced to 0.24 (95% CI: 0.19–0.29) relative to the

White subgroup FNR of 0.21 (95% CI: 0.15–0.27). The FDR for

the Black subgroup increased from 0.41 (95% CI: 0.37–0.47) to

0.46 (95% CI: 0.41–0.50) but still overlapped with the White sub-

group’s FDR (0.36; 95% CI: 0.31–0.43). The disparity in PPR be-

tween Black and White subgroups widened; the Black subgroup PPR

increased from 0.51 (95% CI: 0.46–0.55) to 0.56 (95% CI: 0.53–

0.60) and the White subgroup decreased from 0.33 (95% CI: 0.30–

0.37) to 0.29 (95% CI: 0.26–0.32).

Post-hoc chart review confirmed that 98% of the false negative

encounters were, in fact, false negatives. Compared to the FNR of

the White subgroup, the Black FNR subgroup is older (58 vs 42

years, P< .01) and has a higher median readmission score (47 vs 36,

P< .01) and a higher median mortality score (7 vs �1, P< .01)

(Table 2). The Black subgroup had greater proportions in 6 Elix-

hauser comorbidities (P< .05): complicated hypertension, obesity,

renal failure, congestive heart failure, chronic lung disease, and

drug-related diagnoses. The Black and White subgroups had similar

distributions of sex and insurance type, whereby males were 72%

among Black subgroup encounters and 65% among the White

(P¼ .44), and Medicaid represents 70% (Black) and 68% (White) of

each subgroup’s encounters (P¼ .14).

Between the false negative rate (FNR) and true positive rate

(TPR) for the Black subgroup, there were no differences across dis-

tributions of age, sex, type of insurance, or the median readmission

score (Table 3). The main difference was the median mortality score

(7 vs 3, P< .01). The Black FNR subgroup had greater proportions

across 8 disease comorbidities, for example complicated hyperten-

sion (50% vs 9%, P< .01), and had less drug-related (94% vs 99%,

P¼ .02), psychiatric (8% vs 20%, P< .01), and AIDS comorbidities

(0 vs 7%, P< .01), compared to the Black TPR group.

DISCUSSION

To our knowledge, this is the first assessment of interpretability, bias,

and fairness of an NLP classifier for substance misuse. Our assessment

Figure 2. NLP opioid misuse classifier’s top features for positive cases in original development dataset (2007-2017).
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Figure 3. NLP opioid misuse classifier’s top features for positive cases in Black subgroup of external validation dataset (2017–2019).

Figure 4. NLP opioid misuse classifier’s top features for positive cases in White subgroup of external validation dataset (2017–2019).
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of the opioid misuse classifier identified bias and unfairness in the Black

FNR subgroup compared to the White FNR subgroup. We demon-

strate some success in our post-hoc mitigation experiments to mitigate

bias in the false-negative rate for the more disparate Black subgroup.

The LIME experiment confirmed that the top features are similar in

both substance and directionality between the training–testing dataset

and the external validation dataset by subgroup. The estimated weights

of those top features in the validation dataset, however, are weaker in

the subgroups. This difference between the feature weights is likely due

to the relatively large imbalance of the Rush external validation dataset

where 628 encounters were predicted positive out of 53 974 compared

to 367 positive cases out of 1000 in the original dataset. The analysis

of the FNR by Black and White patient subgroups’ data indicate that

the Black patients are older and sicker, requiring more medically com-

plex treatments for comorbidities than the White FNR subgroup. Simi-

larly, the Black FNR subgroup has higher proportions of comorbidities

and a higher mortality score compared to the Black subgroup of true

positives. These data disadvantages biasing the classifier’s predictions

may be tied to the comorbidity and mortality disparities; notably, these

disparities are consistent with relatively poor health outcomes among

the adult Black population in the United States and may reflect deeper

structural inequities around access to primary care and trust in medical

institutions.35–37

Our experiments demonstrate the importance of transparency in

machine learning model development and validation as a critical

step toward building the public’s trust in applications of artificial in-

telligence in medicine. Because the SUIT intervention is assistive, we

are concerned about missing the opportunity to treat Black patients

for opioid misuse; so the FNR was a focus in our mitigation efforts.

Although the disparity in predicted positive rate grew with our bias

mitigation efforts for the FNR, the increase in PPR of the Black pa-

tient subgroup is likely due to the increase in true positives. Also, the

relatively small increase in the FDR after mitigating the FNR is

worth noting and may translate into more harm by driving over-

treatment or misdiagnosis of Black patients for opioid misuse—in-

creasing both stigma for Black patients and their mistrust of

providers—while also increasing “alarm fatigue” for providers.

Other studies have taken different approaches to mitigate bias in

clinical machine learning models, including a bias correction method

based on learning curve fitting and removing the features that exac-

Figure 5. Plot of bias and fairness metrics of the NLP opioid misuse classifier’s prediction for the external validation cohort with cut point adjustment by sub-

group.
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Figure 6. Plot of bias and fairness metrics of the NLP opioid misuse classifier’s prediction for the external validation cohort after model recalibration by subgroup.

Table 2. Opioid classifier external validation patient characteristics of false negative predictions for opioid misuse, comparing Black and

White subgroups (2017–2019)

FNR Black subgroup FNR White subgroup df P value

Age

Median (IQR) 58 (52.25–64.75) 42 (32.5–48.75) <.01

Sex n¼ 106 % n¼ 34 %

Female 30 0.28 12 0.35 1 .44

Male 76 0.72 22 0.65

Insurance

Medicaid 74 0.7 23 0.68 2 .14

Medicare 21 0.2 6 0.18

Private 11 0.1 5 0.15

Readmission score

Median (IQR) 47 (33–62.5) 35.5 (23–47.75) <.01

Mortality score

Median (IQR) 7 (�1–19) �1 (�5–13) <.01
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erbate bias.38,39 However, in our case, we worked with a pragmatic

dataset that had a fixed sample size, and our LIME experiments did

not reveal major disparities in CUIs between racial subgroups. Our

recalibration approach is an average approach across all predicted

probabilities but methods in decision curve analysis may be applied

to better delineate differing threshold probabilities that are better

suited for each subgroup.40

Going forward, when developing new machine learning classi-

fiers and risk scores, we recommend consideration of equity11 dur-

ing design phase and model development phase. Although our post-

hoc methods mitigated the FNR bias, other techniques like transfer

learning during model training have been shown to improve perfor-

mance for data-disadvantaged groups41 and show promise. The

Black subgroup in our chart review had greater severity of illness

with more comorbidities as well as differences in age and risk for

death. Features in the clinical notes from the Black subgroup may be

weighted differently using transfer learning approaches that focus

training across subgroups to produce a fair classifier. Future work

should prioritize rigorous distributive justice techniques across all

stages of machine learning research including study design, data col-

lection—including manual screening rates across subgroups—model

training, model development, and model deployment.42 Our post-

hoc results demonstrating differing patient characteristics across

subgroups may have been identified sooner with collaboration be-

tween ethics experts and data scientists to address the disparities

and define barriers prior to model training.

Our assessment of bias and fairness is not without limitations.

First, this bias assessment addresses bias in the data while multiple

sources of bias may persist. For example, selection bias and missing-

ness due to underscreening25—which also may be attributable to im-

plicit bias—in the external validation dataset may have impacted

model performance. Similarly, the secular trends that Ciccarone and

colleagues12 identified may have introduced bias into the validation

dataset due to the dominance of fentanyl opioids between 2017 and

2019. Further, with a blackbox CNN, we cannot fully interpret the

associations underlying the model’s predictions, but only estimate

its features and weights with local surrogate models (ie, LIME).

With the highly imbalanced data and the small number of positive

cases, an intersectional analysis of bias and disparate impact was

not possible.43–45 Qualitative examinations of disparate impact and

bias in the data may be informative. For example, as the rate of His-

panic/Latinx opioid-related overdose deaths continue to rise in Chi-

cago,26 ethnographic inquiries into opioid misuse and access to care

within Hispanic/Latinx ethnic and racial subgroups and across

broader racial subgroups could help identify opioid misuse treat-

ment inequities.

CONCLUSION

Prior publications validating our opioid misuse classifier were fo-

cused on the predictive analytics with little insight into potential

biases. We show in this study that these flawed sources of model ex-

planation and interpretation perpetuate racism and the associated

health inequities. Although similar features were present between

subgroups for predicting opioid misuse, inequities were also present

and may only be partially addressed with post-hoc recalibration. We

showed differing risks for health outcomes between Black and White

subgroups; so, it is not surprising that a one-size-fits all classifier

underperforms in racial subgroups. Future work should focus on

improvements to model debiasing techniques that are insensitive to

fine-tuning and recalibration.
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