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A B S T R A C T   

Artificial intelligence (AI) chatbots, such as ChatGPT, have widely invaded all domains of human 
life. They have the potential to transform healthcare future. However, their effective imple-
mentation hinges on healthcare workers’ (HCWs) adoption and perceptions. This study aimed to 
evaluate HCWs usability of ChatGPT three months post-launch in Saudi Arabia using the System 
Usability Scale (SUS). 

A total of 194 HCWs participated in the survey. Forty-seven percent were satisfied with their 
usage, 57 % expressed moderate to high trust in its ability to generate medical decisions. 58 % 
expected ChatGPT would improve patients’ outcomes, even though 84 % were optimistic of its 
potential to improve the future of healthcare practice. They expressed possible concerns like 
recommending harmful medical decisions and medicolegal implications. 

The overall mean SUS score was 64.52, equivalent to 50 % percentile rank, indicating high 
marginal acceptability of the system. The strongest positive predictors of high SUS scores were 
participants’ belief in AI chatbot’s benefits in medical research, self-rated familiarity with 
ChatGPT and self-rated computer skills proficiency. Participants’ learnability and ease of use 
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score correlated positively but weakly. On the other hand, medical students and interns had 
significantly high learnability scores compared to others, while ease of use scores correlated very 
strongly with participants’ perception of positive impact of ChatGPT on the future of healthcare 
practice. 

Our findings highlight the HCWs’ perceived marginal acceptance of ChatGPT at the current 
stage and their optimism of its potential in supporting them in future practice, especially in the 
research domain, in addition to humble ambition of its potential to improve patients’ outcomes 
particularly in regard of medical decisions. On the other end, it underscores the need for ongoing 
efforts to build trust and address ethical and legal concerns of AI implications in healthcare. The 
study contributes to the growing body of literature on AI chatbots in healthcare, especially 
addressing its future improvement strategies and provides insights for policymakers and 
healthcare providers about the potential benefits and challenges of implementing them in their 
practice.   

1. Introductions 

The COVID-19 pandemic has highlighted the importance of integrating digital technologies in medical practice, including virtual 
platforms, video-assisted technology, and the integration of Artificial Intelligence (AI), into healthcare systems. The efficient use of 
these technologies has proven to be crucial in managing healthcare crises from different domains [1]. AI proved to be useful in 
mitigating the healthcare burden from the early stages of the COVID-19 pandemic to the post-COVID-19 era [2–4]. AI-supported 
medical systems are showing promising performance, but their practical contribution to the healthcare system needs to be sup-
ported by healthcare practitioners’ adoption and acceptance of AI technology integration. This includes assessing different available AI 
driven chatbots system’s performance, ensuring having acceptable user perceived usability, safety of their application in medical 
practice, and to evaluate the technical and human factors affecting their acceptance [5]. 

Chatbots, as a form of AI, are computer software that interact with human users using natural language. They store information in 
databases such as Large Language Models (LLM); by identifying keywords from user fed input they can recommend decisions for 
prompted queries, almost provide answers for any question [6]. AI chatbots, such as ChatGPT, have the potential to revolutionize the 
way healthcare is delivered [7–9]. AI Chatbots can enhance patient management, reduce healthcare costs, and improve healthcare 
outcomes [10–12]. In addition, they may support healthcare workers (HCWs) by reducing workload and enabling them to focus on 
more complex tasks [13]. AI chatbots are new technology being introduced widely in different fields including medical practice, the 
interactive setting they provide is so fascinating and attractive for usage. However, their implementation in medical practice is not 
without challenges, of these challenges, ensuring that HCWs adopt them and perceive them friendly for usage, especially with the 
recent growing literature identifying risks of AI chatbots misinterpreting and even data fabrication or sometimes providing racist or 
nonsensical answers. Therefore, the failure of HCWs to have positive attitude toward AI chatbot will be a major obstacle for their 
implementation in healthcare practice. These challenges largely originate from immaturity of these chatbots or failure of them to 
comprehend and meet the user intentions from one side and users’ poor knowledge and training of output data interpretation and the 
optimal prompt writing technology which is the language used between AI chatbots and users. Therefore, assessing medical personnel 
perceptions of AI chatbots usability is of utmost importance for their future adoption and guarantee of the best gain from their 
implementation, paralleling working on improving and tailoring AI chatbots for HCWs needs. 

Literature grew rapidly regarding different applications of AI in healthcare practice, addressing different domains like research, 
medical education, clinical decisions, drug-drug interaction and many others [12,14,15]. Technology adoption and acceptance is 
governed by multiple factors, including its ease of use, perceived usefulness, presence of facilitating infrastructure and social influence 
by end users. Literature has shown that incorporating new technology in healthcare practice is majorly facilitated by the 
above-mentioned factors, to facilitate healthcare workers best achievement, acceptance and adoption of the new platforms [16,17]. 
Perceived usefulness and ease of use are correlated according to multiple theories addressing technology adoption [18]. System us-
ability (SUS) score has been advocated by its founder Brooke even after decade of its invention to be a valuable tool of assessing 
modern technology innovations. For proper application and best achievement of AI applications in healthcare practice, users need to 
be assessed regarding their expectations, acceptance and perceptions in that regard. Few studies assessed AI chatbots usage by HCWs, 
even the assessment was superficial, subjective and not based on standardized objective scales of assessing users’ usability and 
learnability of these new technologies. For example a German study assessed university physicians perceived requirement and 
application of AI in medical practice was able to show merely strong association between personal rating of AI in medicine and the 
self-reported technical affinity level, without more objective assessment [19,20]. A recent study from a Caribbean medical school, 
assessed faculty usage of ChatGPT for educational and research tasks, came with conclusion of overall positive vision for ChatGPT 
usage based on Likert scale-built questions, but did not assess its usability based on standard objective criteria [21]. While other studies 
assessed for example ChatGPT in terms of accuracy and adequacy of its output ignoring the end user feedback about its usability and 
practicality and perceived usefulness [22]. 

The System Usability Scale (SUS) is a survey tool designed to assess different innovative technologies or products. It is a widely used 
tool that assesses the usability of digital systems by measuring the user’s satisfaction and the efficiency of the system [23]. Its unique 
for being simple, quick, flexible for application to different settings and easy to interpret by different stakeholders [24]. It has been 
widely used in medical practice to assess new services or technologies, implementation of natural language processing technology in 
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patient-physician interactive applications, and virtual reality integration in medical practice [25–28]. Therefore, we found an urgent 
necessity to address the applicability and usability of ChatGPT among HCWs in Saudi Arabia three months after its launch. As 
healthcare is a critical sector that demands high-quality and efficient delivery of services, and Saudi Arabia is ranked among the top 
three countries in AI technology adaptations [29]. Thus, evaluating the usability of ChatGPT among HCWs can help in the adoption 
and integration of AI chatbots in healthcare. SUS is a potential tool to assess the usability of ChatGPT among HCWs, addressing its ease 
of use, learnability, efficiency, and user satisfaction. The findings of this study can contribute to the growing body of literature on AI 
chatbots in healthcare and inform policymakers and healthcare providers about the potential benefits and challenges of implementing 
such systems. 

2. Methods 

This is cross-sectional survey study, utilized the SUS, which is a validated, ten-item scale, that provides a global perspective of 
technology ease of use and learnability. The SUS tool is universally acceptable tool of assessing digital health applications, for both 
healthcare providers and end users [30–32]. The survey was conducted over a two-week period (21 Feb – 6 March 2023), and the tool 
was publicly available for use with the requirement of acknowledging the source of the measure [33]. To ensure a comparable sample 
size according to previous studies that utilized SUS in medical literature, a minimum sample size of 100 HCWs was targeted [34–36]. 

The inclusion criteria were HCWs who used ChatGPT for medical purposes and were willing to participate in the survey. The survey 
tool consisted of two parts (Appendix 1). The first part was constructed by the authors according to experts’ opinions addressing 
participating HCWs usage and familiarity with ChatGPT using a Likert scale, in addition to addressing their sociodemographic 
characteristics including computer literacy. Second part assessed HCWs who admitted previous usage of ChatGPT for medical purposes 
regarding satisfaction with ChatGPT and instructed to answer the ten questions that comprise the SUS score. Informed consent was 
obtained from all participants, and personal identifiers were not collected to ensure confidentiality. The survey was distributed 
electronically through the SurveyMonkey platform, similar to previous studies that utilized this platform for rapidly deployed elec-
tronic surveys among HCWs [37,38]. Convenience sampling was used to reach HCWs through social media groups, such as WhatsApp 
and Twitter. 

The study was approved by the Institutional Review Board (IRB) of the King Saud University (Approval # 23/0155/IRB). 

2.1. Statistical analysis 

The mean and standard deviation were used to describe continuous variables and the frequency and percentages were used to 
describe categorically measured variables. The Kolmogrove-Smirnove statistical test of normality and the histogram were used to 
assess the statistical normality assumption of metric variables. Cronbach’s alpha test was used to assess the internal consistency of 
measured scales. The multiple response dichotomies analysis was applied to describe the questions measured with more than one 
option. The SUS was calculated as described with the original score and interpreted according to literature [24,39]. The overall score 
was further dissected into 2 domains ease of use and the system learnability [40]. The SUS score was computed according to its au-
thors’ scoring method via rescaling the items into 0–4 points scale then transforming its total score into a 0–100 points scale. The 

Table 1 
HCWs’ sociodemographic and professional characteristics. N = 194.   

Frequency Percentage 

Sex 
Female 56 28.9 
Male 138 71.1 

Age group 
18–24 years 62 32 
25–34 years 62 32 
35–44 years 34 17.5 
45–54 years 24 12.4 
55–64 years 12 6.2 

Clinical Role 
Physician 99 51 
Medical Interns and students 67 34.5 
Nurse 18 9.3 
Technicians, therapists, and pharmacists 10 5.2 

Healthcare experience 
<5 years 98 50.5 
5–10 years 33 17 
10–20 years 35 18 
>20 years 28 14.4 

Participants’ perceived computer skill expertise 
Not so familiar 5 2.6 
Somewhat familiar 62 32 
Very familiar 127 65.5  

F. Aljamaan et al.                                                                                                                                                                                                     



Heliyon 10 (2024) e28962

4

multivariable linear regression analysis was applied to the HCW’s perceptions of ChatGPT (Total SUS score, learnability, and ease of 
use sub-scores). The associations between predictor variables with their dependent outcome variables in the linear regression analysis 
were expressed as multivariate adjusted beta coefficients with their associated 95 % confidence intervals. The SPSS IBM statistical 
computing software version 21 was used for the statistical data analysis and the alpha significance level was considered at 0.050 level. 

Cronbach’s alpha test of internal consistency showed that the SUS was read and understood by respondents equally reliably with 
substantial internal consistency, Cronbach’s alpha = 0.76. 

A SUS score of 68 and above is considered an acceptable score for usability of the evaluated technology, according to healthcare 
practice evidence of multiple digital healthcare applications and corresponds to SUS literature [30,32]. 

3. Results 

1057 HCWs participated in the survey. 194 HCWs admitted previous utilization of ChatGPT for medical purposes and were 
included in the study. The majority were males (71.1 %). Almost two thirds were 34 years old or younger. Half were physicians, while 
34.5 % were medical students or Interns, the rest were distributed between nurses and other allied healthcare professionals. 50.5 % of 
the participants had less than 5 years of medical experience, while the rest almost split equally between those who had experience 
between 5 and 10, 10–20 and more than 20 years. Two-thirds of the surveyed participants expressed high familiarity with computer 
skills, while the other third was somewhat familiar and only a minority were not familiar at all (Table 1). 

Participants were assessed regarding their satisfaction of ChatGPT usage in medical practice, they split almost equally between 
satisfied and neutral, while a minority (6.7 %) were dissatisfied (Fig. 1). 58 % agreed that ChatGPT would have a positive impact on 
patients’ outcome, 34 % were undetermined and 9 % disagreed (Fig. 2). The majority (84 %) expected it would improve healthcare 
practice in the future (Fig. 3). 

Table 2 presents the participants’ SUS score data. The overall mean SUS score was (64.52/100, SD 13.91). That score is interpreted 
according to Usability.gov website and previous literature as high marginal acceptability of the ChatGPT system (Fig. 2 Appendix) [24, 
41–43]. The overall score was further dissected into 2 domains, ease of use (Questions 2,4,6,8,10) with mean score 34.1/50, SD 8.77 
[44]. Questions 1,3,5,7 and 9 assessed the system learnability with a mean score of 30.43/50, SD 8.83. 

Table 4 highlights the participants’ characteristics that correlated with the learnability mean score. Familiarity with ChatGPT 
positively and significantly correlated with participants’ learnability score (β coefficient 2.095, p < 0.001). Physicians, medical in-
terns, and medical students had significantly higher learnability score (β coefficient 4.052, p.021. 4.144, p.026), respectively. As 
expected, participants’ high ease of use mean score correlated positively and significantly but weakly with their learnability score (β 
coefficient 0.164, p.021). 

Table 5 highlights participants’ characteristics correlation with ease-of-use score. The belief that ChatGPT would improve 
healthcare future was the strongest (β coefficient 4.349, p 010). Self-rated computer skills rated the second (β coefficient 2.859, p.014). 
Learnability score had a significant positive but weak correlation with their ease-of-use score. 

4. Discussion 

AI chatbots have recently gained popularity in healthcare practice due to their potential of patient care improvement, enhancement 
of medical care delivery, and optimization of healthcare systems efficiency. However, AI chatbots potential in medical practice de-
pends on adoption by HCWs, which is governed by their perception of AI chatbots perceived usefulness, ease of use and learnability 
[28]. Previous studies of HCWs satisfaction with AI chatbots have yielded mixed results [45,46]. In our study, we evaluated HCWs’ 
ChatGPT system usability in Saudi Arabia three months after its launch using the SUS score. Furthermore, we assessed their perception 
of its adoption in clinical and research settings, that are vital domains of medical practice, and dictate AI chatbots future in healthcare 
setting [45]. 

According to our survey, a minority of participants utilized ChatGPT in medical practice 18.3 %. The poll done one month later by 

Fig. 1. Participants’ satisfaction with ChatGPT’s usage in medical practice.  
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Fig. 2. Participants’ perception of ChatGPT impact on patients’ outcome improvement.  

Fig. 3. Participants’ expectation of ChatGPT impact on healthcare practice future.  

Table 2 
Descriptive analysis of the HCW’s perceived ChatGPT System Usability Scale and its subscales: learnability and ease of use.   

Mean SD Maximum possible score 

Overall system usability 64.52 13.91 100 points 
Ease of Use 34.1 8.77 50 points 
Learnability 30.43 8.83 50 points 

HCWs’ mean SUS score correlation with their characteristics is shown in Table 3. The strongest positive association was with their belief of 
AI Chatbots benefit in medical research (beta coefficient = 7.301, p-value = 0.001). Their Self-rated familiarity with ChatGPT scored 
secondly (beta coefficient = 6.076, p-value<0.001). HCWs’ self-rated computer skills proficiency scored third (beta coefficient = 5.441, p- 
value = 0.002). All the other HCWs’ characteristics did not correlate with any significance with the SUS scores. 

Table 3 
Multivariate Linear Regression Analysis of HCWs ChatGPT SUS score. N = 194.   

Unstandardized Beta Coefficients Beta coefficient 95.0 % C.I. p-value 

Lower Bound Upper Bound 

Sex 0.548 − 3.390 4.486 0.784 
Age group − 1.043 − 2.506 0.420 0.161 
Self-rated computer skills 5.441 2.008 8.875 0.002 
Familiarity with the ChatGPT 6.076 2.955 9.198 <0.001 
ChatGPT utilization in medical research 7.301 2.986 11.617 0.001 
(Constant) 43.148 35.039 51.258 <0.001 

DV= Health workers SUS* score. 
Model R-squared = 0.241, adjusted r-squared = 0.221. Model overall significance = f (5,188) = 11.96, p-value<0.001. 

* System usability scale. 
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InterMD Company, a knowledge- and information-sharing community platform, showed that 88.5 % of physicians were aware of 
ChatGPT, but only 38.4 % used it. This highlights growing but reluctant HCWs’ adoption of AI chatbots in healthcare practice at the 
time of our study. Our results correspond to previous work of our Saudi colleagues in a study conducted 2021 where 82 % of HCWs 
admitted lack of AI use in their medical practice and 71 % expressed lack of formal training for using it [47]. This reluctance or 
abstinence of HCWs from using AI chatbots in medical practice has been and still an ongoing phenomenon due to multiple barriers, a 
study that addressed these barriers in 2022 has shown about 92 % of HCWs had low to moderate objective and subjective knowledge of 
medical AI that was associated with mixed negative attitudes toward medical AI [48]. Even though only 18.3 % of our participants 
utilized ChatGPT in medical practice according to our study, the vast majority (94 %) admitted being familiar with it, suggesting high 
level of digital literacy which is a facilitating factor for their future adoption of digital healthcare technologies [49]. These findings 
align with the growing local and governmental trend of digital technology adoption in the healthcare sector [50]. 

Interestingly, 58 % of our participants agreed that ChatGPT would have a positive impact on patients’ outcomes in the future, while 
most of them (84 %) expected it would improve healthcare practice in the future. Our findings parallel Wang et al. that expatiated in 
the HCWs attitudes and knowledge of medical AI, where they found that the majority had moderate knowledge of it, but low negative 
attitudes and high positive behavioral intentions towards it, while they identified other two profile of users having high or low 
knowledge base of medical AI and but moderate to high level of negative attitudes towards it. Therefore, we can perceive heterogeneity 
of HCWs position from medical AI, although there is still some uncertainty about ChatGPT impact on the patients outcomes but still the 
majority are optimistic of its positive contribution especially those who experienced it and master good knowledge of it [48,51]. AI, 
including ChatGPT, has the potential to become a valuable tool in healthcare practice, as healthcare providers adapt new technologies 
into their practice, contributing to patient care, medical research, appraisal of medical literature, and patient-centered AI based 
healthcare system [49,52]. 

As we dissected in depth through our participants’ perceptions of ChatGPT contribution to medical practice, 57 % expressed high or 
moderate trust degree of it generating medical decisions, which contrasts findings among Korean physicians, where only 13.5 % 
perceived low medical evidence and reliability of ChatGPT generating medical answers [50]. This emphasizes the need for further 
efforts to build trust in AI systems among HCWs. Similarly, this was observed for radiologist and IT specialists who showed high 
expectations of AI in the future but low confidence, even they had heterogenous attitudes about incorporating AI in medical education, 
informing patients about AI use in medical practices [53]. Therefore, the future challenge lies in determining the appropriate role of AI 
in medical practice, perhaps to serve as a supplementary tool, rather than replacing human mind [54–58]. 

Among our participants perceived obstacles of AI utilization in medical practice, was their concerns of recommending harmful or 
wrong medical decisions and concerns of medicolegal implications from using it in medical practice, echoing what was reported in 

Table 4 
Multivariate Linear Regression Analysis of HCWs variables associated with learnability sub-score*. N = 194.   

Unstandardized Beta Coefficients Beta coefficient 95.0 % C.I. p-value 

Lower Bound Upper Bound 

(Constant) 15.691 8.600 22.781 <0.001 
Sex − 1.141 − 3.717 1.435 0.383 
Clinical role 

Physicians 
4.052 0.631 7.473 0.021 

Clinical role 
Medical interns and students 

4.144 0.505 7.782 0.026 

Self-rated computer skills 2.078 − 0.165 4.322 0.069 
Ease of use score 0.164 0.025 0.302 0.021 
Familiarity with ChatGPT 4.105 2.095 6.114 <0.001 

DV= Healthcare workers learnability score. 
Model R-squared = 0.22, adjusted r-squared = 0.191. Model overall significance = f (7,186) = 7.52, p-value<0.001. 

* System usability scale. 

Table 5 
Multivariate Linear Regression Analysis of HCWs perceived ease of use sub-score*. N = 194.   

Unstandardized Beta Coefficients Beta coefficient 95.0 % CI p-value 

Lower Bound Upper Bound 

(Constant) 19.679 12.183 27.175 <0.001 
Sex 1.451 − 1.173 4.075 0.277 
Years of experience − 0.726 − 1.779 0.327 0.175 
Self-rated computer skills 2.859 0.596 5.121 0.014 
ChatGPT would improve healthcare future 4.349 1.068 7.630 0.010 
ChatGPT learnability score 0.186 0.047 0.325 0.009 

DV= Health workers’ ease of use score. 
Model R-squared = 0.145, adjusted r-squared = 0.117. Model overall significance = f (6,187) = 5.30, p-value<0.001. 

* System usability scale. 
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other surveys [50]. This aligns with the broader discussions in the literature about the ethical and legal implications of AI in healthcare 
[59]. Despite these concerns, half of our participants were satisfied with their experience with ChatGPT in medical practice. This is 
similar with findings from an earlier study conducted in April 2023, which surveyed 1008 physicians on their experiences with 
ChatGPT, revealing a 71.8 % satisfaction rate with the chatbot’s responses [50]. The favorable feedback highlighted multiple benefits: 
a reduction in workload through the automation of repetitive tasks such as document completion (28.8 %), a decrease in 
decision-making time by analyzing a variety of clinical data (22.5 %), and an enhancement in the efficiency of the management process 
(10.5 %). 

According to our study, participating HCWs’ overall ChatGPT mean SUS score indicated high marginal acceptability of the new AI 
system with score of 68, equivalent to 50 % acceptability. That score according to the rich SUS literature data does not reach level of 
recommending the newly assessed technology (ChatGPT) in our case, but corresponds to neutral perception of the assessed HCWs as 
per literature [30,42,60–62]. Thus, our results indicate that ChatGPT needs further improvements to boost its usability, acceptability, 
and perception of usefulness among HCWs, in order to optimize its adoption by HCWs in the future and achieve the best outcomes from 
its adoption and implementation in healthcare practice. Our surveyed participants’ score is comparable to previous AI Chatbot 
(myHardware)’s SUS score, indicating marginal acceptability and sufficient usability [63]. Digging deep into the participants’ 
perception of ChatGPT technology, showed high individual scores for ChatGPT learnability, which correlated positively with 
ease-of-use score. That suggest that HCWs who perceived it easy to muse also felt it learnable, which is promising for the future 
applicability of health practice digitalization and predicts high levels of adoptability of AI technologies like ChatGPT [64,65]. 

Interestingly, the SUS score did not correlate with participants’ age or professional role, pointing to generally decent acceptability 
from diverse categories of medical personnel including medical students who comprised one third of our sample. Medical students and 
interns actually had significantly high learnability scores compared to the rest of participants, such finding is expected as this gen-
eration is much more familiar and accepting digital intervention than older one and are expected to be the next generation utilizing AI 
in medical practice very widely. Our findings in that regard are in line with Vlachogianni et al. systematic review that evaluated digital 
technology application in medical education using SUS scale and concluded SUS scores ranging from 66 to 76 indicating good level of 
usability [62]. 

Participants’ belief in AI chatbots benefits in medical research strongly correlated with high ChatGPT SUS scores, this suggests that 
HCWs perception of certain dimensional benefits of AI, specifically in research rather than direct clinical care is a potential area of 
improving its utilization, this mirrors findings from Ruksakulpiwat et al. systematic review that identified ChatGPT as a potential 
revolution in medical research in various ways, but were skeptical to ethical and accuracy considerations [66]. As expected, self-rated 
familiarity with ChatGPT and self-rated computer skills proficiency also correlated with high SUS scores, that echoes the rich literature 
that stressed the need for incorporating digital and e-health curricula in medical schools, even planning training courses for healthcare 
professionals implementing AI in their practice. 

On the specific dimension of ease of usability, HCWs’ expectation of its potential to improve patient outcomes correlated positively 
and strongly with ease of use score, indicating perception of HCWs that easy to use digital intervention are promising addition to 
medical system, easy to integrate and practice tool in healthcare practice, being driven by optimism of medical AI potential benefits in 
supporting healthcare personnel, patients and families, and probably providing medical decisions. In healthcare settings, embracing 
generative AI and LLMs requires ongoing balance between data-driven insights and human judgment [11]. Clinicians and researchers 
should seek opportunities for AI to enhance efficiency but also be aware of the challenges involved [67]. Effective adoption of novel 
technologies depends on collaborative partnerships and communication among stakeholders [68]. 

From an academic point of view, this research adds a great deal to the body of knowledge regarding HCWs using ChatGPT for 
medical purposes. It looks at how HCWs view and use ChatGPT in a medical setting, providing insight into the sociodemographic and 
professional traits of early adopters who have used the technology [52,56]. Valuable information is revealed by the study, such as the 
fact that younger, male physicians make up most of the users. It also looks at how satisfied HCWs are, what they think ChatGPT will do 
for patient outcomes, and what the future holds for healthcare practice. In addition, the study uses SUS and its subscales to assess 
ChatGPT’s usability, offering a standard for further investigation and system advancement. 

At a practical level, the study’s conclusions have applications for ChatGPT training and deployment in healthcare environments, 
especially as these technologies continue to evolve and will require further adjustments in training and ongoing adaptations with each 
newer model [69]. Our study finds characteristics that are linked to higher usability scores, including HCWs’ self-rated computer skills 
proficiency, familiarity with ChatGPT, and belief in the advantages of AI chatbots. By using this data, training programs and 
educational materials designed to meet healthcare workers’ needs can be developed, improving their computer proficiency. Addi-
tionally, the study shows a positive correlation between learnability scores and ChatGPT familiarity, highlighting the significance of 
giving HCWs opportunities to become conversant with the system. The study also finds characteristics linked to higher ease of use 
scores, including self-rated computer skills and the conviction that ChatGPT will advance healthcare in the future. These useful re-
alizations can guide the design decisions made for user interfaces, guaranteeing user-friendly designs that can accommodate users with 
various levels of computer proficiency. In general, the thorough comprehension of HCWs’ perspectives and experiences with ChatGPT 
provided by the study can help healthcare organizations, legislators, and developers make well-informed decisions regarding the 
deployment, education, and further development of ChatGPT systems that meet HCWs’ requirements and expectations. 

This study has several limitations and strengths that should be considered when interpreting the results. Cross-sectional survey 
design is susceptible to sampling, response, and recall biases. The use of convenience sampling may lead to selection bias, as par-
ticipants may not be representative of the entire population of HCWs who have used ChatGPT. Additionally, recall bias may influence 
the results if participants have difficulty remembering their experiences with ChatGPT, however, the launch of ChatGPT only three 
months ago may minimize recall bias. Being newly launched and introduced to medical practices, ChatGPT users were still limited by 
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the time of our survey especially from nurses, which limited our sample size, especially the restrictions of service registration in Saudi 
Arabia by the OpenAI website. 

Despite these limitations, this study has several strengths. To our knowledge, this is the first study to evaluate the usability of 
ChatGPT among HCWs using the System Usability Scale internationally, which is a validated tool that has been widely used in various 
clinical and medical educational research projects especially digital innovations. Another strength element stems from the diversity of 
healthcare professional representation, including large medical students’ sample, which helps in boosting the results generalizability. 
The findings of this study can provide valuable insights into the perceptions of HCWs about ChatGPT, its usability, perceived use-
fulness, learnability, obstacles, and practical implementation. The results can inform the adoption and integration of AI chatbots in 
healthcare practice, especially with the 2030 Saudi vision healthcare improvement projects [70]. 

5. Conclusions 

In conclusion, the study evaluates the Saudi HCWs ChatGPT usability, one of the widely used AI Chatbots. Also, it underscores the 
potential and challenges of using ChatGPT among healthcare professionals in Saudi Arabia. The marginal acceptability reflected by 
SUS scores demonstrates good acceptability level of one of popular AI systems at the time of the study. Potential benefit of ChatGPT in 
medical research was associated with high expectations of usability. While HCWs expectations of ChatGPT potential to improve patient 
outcome was associated with its perception being easy to use which reflects their high standards of patient care and efforts to 
implement any digital intervention raising medical care caliber. Despite concerns regarding erroneous medical advice and legal im-
plications of medical AI, emphasizing the necessity for trust-building measures and ethical concerns’ consideration, still, most par-
ticipants were satisfied and believed in its overall positive impact on patients’ outcomes and healthcare practice future. Interest in 
medical research also correlated with expectations of ChatGPT usability. The study highlights the need for further research to enhance 
AI chatbots’ usability and assess their impact on healthcare outcomes. 
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Appendix 

Fig. 1. Appendix   

Table 1 
Participants’ perception of ChatGPT and AI chatbot application in medical practice   

Frequency Percentage 

Participants’ trust of ChatGPT generating medical decisions for healthcare providers 
Not at all 15 7.7 
A little 68 35.1 
Moderate degree 87 44.8 
A lot 24 12.4 
Participants’ perceived utility of ChatGPT in healthcare practice 
Medical decisions 82 42.3 
Patients and families’ support 101 52.1 
Provide appraisal of medical literature 120 61.9 
Helping in medical research (e.g., manuscripts drafting) 150 77.3 
Participants’ perceived obstacles of using AI chatbots including ChatGPT in healthcare practice 
Baffling of AI chatbot platforms suitable in healthcare practice 54 27.8 
Patient’s confidentiality 54 27.8 
AI chatbots might take over human roles 37 19.1 
AI chatbots might recommend harmful or wrong medical decisions 94 48.5 
Unfamiliarity with using AI Chatbots 30 15.5 
Healthcare providers resistance 73 37.6 
Medicolegal implications 80 41.2 
Others 18 9.3   

Table 2 
Descriptive analysis of the healthcare workers scoring of SUS questions. N = 194   

Mean (SD) Mean Rank 

I think that I would like to use this system frequently 2.56 (1.07) 7 
I found the system unnecessarily complex* 2.67 (0.99) 4 
I thought the system was easy to use 2.87 (0.92) 2 
I think that I would need the support of a technical person to be able to use this system* 2.67 (1.13) 5 
I found the various functions in this system were well integrated 2.60 (0.87) 6 
I thought there was too much inconsistency in this system* 2.19 (0.94) 10 
I would imagine that most people would learn to use this system very quickly 2.89 (0.93) 1 
I found the system very cumbersome to use* 2.29 (0.99) 9 
I felt very confident using the system 2.72 (0.89) 3 
I needed to learn a lot of things before I could get going with this system* 2.36 (1.17) 8 

Mean scores of the 10 SUS questions according to the participants scoring. The highest score was the perception that most people would learn 
to use this system very quickly followed by the fact that the system was easy to use. While the lowest score was the perception there was too 
much inconsistency in the system and it is very cumbersome to use. 

* Negatively worded items were reverse coded.  
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Fig. 2. Appendix: SUS score classification  
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