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The integration of next-generation sequencing into clinical diagnostics and surveillance initiatives 
is impeded by the lack of data analysis pipelines that align with privacy legislation and laboratory 
certification protocols. To address these challenges, we developed Jovian, an open-source, virus-
focused, metagenomic analysis workflow for Illumina data. Jovian generates scaffolds enriched with 
pertinent annotations, including taxonomic classification, combined with metrics needed for quality 
assessment (coverage depth, average GC content, localization of open reading frames, minority single 
nucleotide polymorphisms), and incorporates host and disease metadata. Interactive web-based 
reports with an audit trail are generated. Jovian was employed on four systems, hosted by three 
institutes, utilizing grid-computers, a high-performance compute singular server, and a Windows10 
laptop. All systems yielded identical results with matching MD5sums. Comparison with a commercial 
online reference tool using viral gastroenteritis samples confirmed the identification of the same 
pathogens. Jovian provides comparable results to a commercially available online reference tool and 
generates identical results at different institutes with different IT architectures, proving it is portable 
and reproducible. Jovian addresses bottlenecks in the deployment of metagenomics within public 
health and clinical laboratories and has the potential to enhance the breadth of surveillance and 
testing programs, thereby fostering more effective public health interventions.
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Next-generation sequencing (NGS) metagenomics applied to virus-enriched samples (viromics) offers a 
comprehensive approach for identifying all viral agents, including potential pathogens, and concurrently 
generating complete viral genomes with a single assay. These attributes hold great promise for clinical and public 
health laboratories, where they have the potential to improve or even replace current diagnostic protocols. In 
addition to diagnostics, the integration of full pathogen genome sequencing has become pivotal in outbreak 
response and management, as exemplified by its role in the coronavirus disease 2019 (COVID-19) pandemic 
and in a range of pathogen surveillance programs1,2. The use of genetic information contained within complete 
viral genomes helps in gaining a better understanding of sources and modes of transmission in outbreaks, 
transmission dynamics, the detection of virulence markers and drug resistance mutations, as well as establishing 
the relatedness to vaccine strains2–4.

However, the practical application of viromic data analysis faces obstacles, one of which is the lack of 
bioinformatics expertise in many institutes. Addressing this challenge necessitates an automated and accessible 
workflow catering to end-users with varying levels of expertise. For improved applicability, workflows need to be 
compatible with accreditation procedures, requiring proper documentation of workflows, updates, the validation 
process, workflow reproducibility, and alignment with patient privacy regulations5. Although commercial and 
cloud-based initiatives offer accessible interfaces6–8, they often necessitate substantial annual licensing fees or 
are not compatible with clinical settings due to stringent privacy and security concerns. Moreover, reliance on 
cloud-based solutions introduces dependencies that add vulnerability to the clinical service, such as potential 
inaccessibility and extended waiting times resulting from heightened demand. To fulfill the requirements 
of ISO15189 certification and to provide reliable backup mechanisms and scalability options, an automated 
analysis should give the same results across institutes. Additionally, relying on external services poses risks when 
these services go offline8,9.

The taxonomic annotation of scaffolds via public databases is a central part of viromic analyses. While 
BLAST10 is one of the most well-known algorithms, tools such as Kraken211 and Centrifuge12 are also frequently 
used13. These algorithms depend on NCBI databases, which support taxonomic classifications down to the 
species level, but do not provide reliable subspecies-level assignments. As virus nomenclature evolves over time, 
inferring subspecies assignments from the names of database matches can be misleading. However, outbreak 
investigations often require subspecies-level resolution and therefore rely on purpose-built (geno)typing tools 
based on official nomenclature (Table 1)14–17.

In response to these challenges and guided by feedback from professionals in public health and clinical 
research, we have developed a comprehensive metagenomics workflow called Jovian. This workflow is purpose-
built for specific use-cases, including the identification of specific (pathogenic) viral taxa, subspecies level (geno)
typing for outbreak investigations and the investigation of genetic variants (quasispecies) in both consensus and 
minority single nucleotide polymorphisms (SNPs).

Jovian is designed to be accessible to non-bioinformaticians after installation, ensuring compliance to data 
protection regulations, privacy mandates, reproducibility requirements, and quality standards. It is an open 
source, locally installable and self-contained analytical platform tailored for processing Illumina viromics data. 
The workflow spans the entire process, from raw Illumina paired-end data to an annotated, interactive, and 
accessible metagenomics web report.

Jovian uses widely recognized algorithms and databases and was developed with findability, accessibility, 
interoperability and reusability (FAIR) in mind18. It aims to address the limitations of external platforms by 
providing end users with a robust solution that conforms to established standards such as ISO15189 for medical 
laboratories and ISO23418 for whole genome sequencing (WGS) of foodborne bacteria. Although the latter 
focuses on bacteria, its technical aspects are applicable to virus WGS.

Here, we present Jovian’s technical underpinnings and compare various taxonomic annotation tools to the 
BLAST implementation used within Jovian. We validate Jovian’s results using a publicly available metagenomic 
dataset of gastroenteritis cases to a widely used commercially available online workflow6,19,20 and test its 
portability and reproducibility by analyzing an identical dataset at three different institutes using four different 
hardware platforms.

Typing-tool name and input requirements Typing output Example output

Norovirus typing-tool14,15: Caliciviridae scaffolds Genogroup, polymerase genotype and varianta, capsid genotype and variant Norovirus GII.4 Sydney[P4 New Orleans]
Sapovirus GII.4

Enterovirus typing-tool15: Picornaviridae scaffolds VP1 type and subtype Enterovirus C, PV-1, Mahoney/Sabin
Enterovirus A, CV-A4, (VP1: CV-A4)

Rotavirus A typing-tool: Rotavirus A scaffolds Segment number and cluster type Rotavirus A, segment 1, R2
Rotavirus A, segment 11, H1

Hepatitis A typing-tool16: Hepatovirus A scaffolds Genotype and subtype Hepatitis A, II.A

HPV typing-tool: Papillomaviridae scaffolds Clustertype HPV16

Hepatitis E typing-tool17: Orthohepevirus A scaffolds Genotype and subtype Hepatitis E, 3.a

Flavivirus typing-tool: Flaviviridae scaffolds Clustertype and subclustertype Dengue virus 1, genotype 1

Table 1. Summary of the different virus typing-tools, listing their input, output and some examples. Human 
papillomavirus is abbreviated to HPV. aExclusively for norovirus.
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Implementation
Jovian orchestrates the transformation of raw, demultiplexed, Illumina paired-end data into annotated 
metagenomics reports (Fig. 1). It uses Snakemake21 as a workflow engine, and BioConda22 and Singularity23 
to manage dependencies and computational mobility, respectively. The workflow was optimized to allow the 
installation of the complete workflow in a single operation. Here we describe Jovian with a default database setup 
via the `--install-databases` flag, as described on GitHub (https://github.com/DennisSchmitz/jovian). While 
Jovian is primarily intended to be used via the interactive report, a summary of Jovian’s output file locations, 
formats and a brief description of their intent and meaning is shown in Supplementary Table S1.

Quality control (QC) is initiated by eliminating subpar data using Trimmomatic24, with a sliding window 
of five nucleotides and an average Phred 20 quality threshold, and a minimal read length of 50 nucleotides 
(default values, configurable via the command-line). QC metrics are visually presented through the combined 
use of FastQC and MultiQC25,26. To remove human-related data and ensure general data protection regulation 
(GDPR) compliance, alignment to human genome build GRCh38 (the Epstein-Barr-virus FASTA record was 
manually removed)27 is performed by Bowtie228, after which aligned reads are discarded from the input data via 
samtools29. Summary statistics of library fragment lengths are obtained through Picard30.

The sequenced reads subsequently undergo assembly into scaffolds by metaSPAdes with kmers of 21, 33, 
55, 77 and “--only-assembler” settings31. Scaffolds smaller than 250 nucleotides (default value, configurable via 
the command-line) are excluded from further analyses. Taxonomic labels up to species level are assigned by 
BLAST, employing the NCBI BLAST nucleotide (nt) database32, with a maximum allowed E-value of 0.05 and 
≥ 50% coverage of the scaffold by the BLAST hit. This database is downloaded locally, allowing offline analysis. 
BLAST results with a bitscore < 100 (default value, configurable via the command-line), as well as those assigned 
with taxid “81077” and “12908”—artificial and unclassified sequences, respectively—or containing the word 
“construct” or “synthetic” are filtered out by MGKit33. Ambiguous taxonomic labeling is corrected via Lowest 
Common Ancestor (LCA) analysis by MGKit at a 0.97 quantile threshold. To achieve a comprehensive taxonomic 
annotation up to the superkingdom level, NCBI “new_taxdump/rankedlineage.dmp”34 is used. Scaffolds from a 
selection of clinically relevant viral taxa are sent to online typing tools that employ a phylogenetic algorithm for 
(geno)typing to the subspecies level, as listed in Table 114–17.

The subsequent alignment of all reads to the generated scaffolds is performed by BWA35, with PCR-duplicate 
identification through samtools. Scaffold alignment metrics are calculated using BBTools36, and GC content 
within 50-nucleotide windows is determined by Bedtools37 and Picard. LoFreq38 is used for the identification of 
minority variants. To enhance the scaffolds’ contextual understanding, annotations related to host and disease 

Fig. 1. Schematic representation of Jovian’s functional subprocesses. Subprocesses are annotated with their 
intent as listed in the top left box. Analyses are started via the command-line interface, after which Jovian 
transforms raw Illumina paired-end FASTQ files into structured tabular flat-files, which are subsequently 
visualized within the Jovian web-report. It relies on the following public data: NCBI nt, NCBI Taxdump, HuGo 
build GRCh38 and Virus-Host DB.

 

Scientific Reports |        (2024) 14:26018 3| https://doi.org/10.1038/s41598-024-73785-y

www.nature.com/scientificreports/

https://github.com/DennisSchmitz/jovian
http://www.nature.com/scientificreports


information are integrated through Virus-Host DB39 and NCBI “new_taxdump/host.dmp”, while Prodigal40 
predicts Open Reading Frames (ORFs).

Audit trail
A key component of accreditation schemes is the logging of process steps to ensure transparency and 
reproducibility of any procedure used for generating results that are shared with clinicians and patients. Lists of 
essential software versions are logged alongside Jovian, and pre-validated and immutable Singularity containers 
are automatically installed. Singularity recipes are stored on Jovian’s GitHub repository, and pre-built containers 
are publicly available on Sylabs or available on request (https://cloud.sylabs.io/library/ds_bioinformatics). Both 
the overarching pipeline and the software-version specifications are placed under version control (Git), with 
versioned releases and a publicly available GitHub repository (https://github.com/DennisSchmitz/jovian).

Each analysis is accompanied by a brief methodological fingerprint, the Git hash, which reproducibly 
provides a methodological audit trail for the intermediate subprocesses from the input data to the final report. 
Augmenting this approach, a comprehensive log is maintained that captures every facet ranging from pipeline 
settings (both default and user-defined) to subprocesses and database timestamps. The audit-trail is contained 
in the final web report.

Since database versions are dependent on the experimental design (e.g., databases that are continuously 
updated versus a fixed-date snapshot, a syndrome specific database versus a database such as NCBI nt, etc.), only 
their filenames and timestamps are logged. Downloading these databases is described in the documentation 
(https://github.com/DennisSchmitz/jovian), and versioning them is the responsibility of the end-user. Only the 
names of input files are logged since assessing proper demultiplexing or removal of custom designs depends on 
lab-specific operating protocols. Virus-typing results are generated by a public-private service without detailed 
versioning, so timestamps are logged instead.

Intuitive visual output
Tabular data are presented via interactive, user-friendly and sortable Qgrid spreadsheets41. For the taxonomic 
overview, interactive heatmaps are made with Bokeh42. Metrics of the different subprocesses are collated in a 
MultiQC report. Krona43 plots provide a per-sample taxonomic overview. Scaffold alignment and annotations 
are visualized, and interactively analyzed, via IGVjs44. All visualizations are embedded into an interactive web-
report based on Jupyter Notebooks45, as shown in Fig. 2. An example notebook with mock data is available on 
MyBinder46 and has been archived on Zenodo (https://doi.org/10.5281/zenodo.13371083).

Patient-privacy
Although a web browser is used as an interface, Jovian is a locally installed workflow, which means that the 
interface does not require an internet connection after the initial installation and downloading of databases, 
except for virus typing. Therefore, no patient data is sent over the internet. To enable further GDPR compliant 
dissemination, human data is removed by discarding any reads that match to human genome version GRCh38.

Availability, installation, usage instructions and documentation
Jovian is available via https://github.com/DennisSchmitz/jovian under the AGPLv3 Free Open Source license. 
For future continuity, installation and usage instructions are described on GitHub. Please refer to the instructions 
and documentations provided there. For accessibility, a default database configuration suitable for public health 
and clinical applications can be downloaded and installed using the ‘--install-databases’ flag.

Technical details
Jovian has been developed for high-end consumer-grade laptops/PCs, servers and grid-computers running the 
Red Hat Enterprise Linux (RHEL), CentOS or Ubuntu Linux distributions, with a recommended minimum of 
16 cores and 24GB RAM. A single process will use at most 14 threads. It works on single machines by specifying 
“--local” and high-performance computing (HPC) grids (default value) using Load Sharing Facility (LSF) or 
Slurm47,48.

Comparison algorithms for taxonomic classification
BLAST with the NCBI nt database was used for taxonomic annotation and compared to Kraken2 (version 2.1.3) 
and Centrifuge (version 1.0.4) using both the nt and the standard databases, as recommended in their respective 
user manuals. Scaffolds generated by Jovian, based on study PRJEB5472449, were used as input for Kraken2 
and Centrifuge. To ensure comparability, scaffolds assigned to the taxa listed in Table 2 were processed through 
their respective typing tools. All analyses were conducted on the same RHEL cluster using 12 threads. The same 
reporting threshold as the original manuscript was applied49.

Assessment of portability and reproducibility
Jovian was independently installed and tested on four systems, hosted by three different institutes, utilizing grid-
computers, a high-performance singular server and a Windows10 laptop using Windows Subsystems for Linux 
version 2 (WSL2) to determine its portability and reproducibility by analyzing samples R01-06, R02-13 and R04-
15 from the publicly available study PRJEB5472449. These samples are from norovirus-positive human feces, 
subjected to Illumina shotgun metagenomic sequencing. The FASTQ files did not contain human reads, as these 
were removed before submission to the European Nucleotide Archive (ENA). Henceforth these systems will be 
referred to as “CentOS”, “RHEL”, “RockyLinux” and “Windows10-Ubuntu” with their details outlined below:
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Fig. 2. Static overview of key components within the Jovian web report. An interactive demonstration is 
available on MyBinder45,46. (A) Interactive and filterable Qgrid spreadsheets visualize tabular flat files41. (B) 
Bokeh42 heatmaps offer an interactive multi-sample perspective, highlighting different taxa (bacteria, phages, 
viruses) across distinct taxonomic levels (up to species). (C) The aggregation of quality control metrics 
from various subprocesses is presented through a MultiQC report26. (D) Per-sample taxonomic insights 
are conveyed via Krona (version 2.7.1; https://github.com/marbl/Krona) plots43. (E) Detailed alignment 
investigation is facilitated through IGVjs44 which presents depth of coverage, average GC content, predicted 
open reading frames and identified minority variants.
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 1.  A server using the CentOS version 7 (Core) Linux distribution, hosted by the Erasmus University Medical 
Center, employed Jovian in “--local” mode, with kernel “3.10.0-1160.49.1.el7.x86_64”.

 2.  A Load Sharing Facility (LSF) grid-computer using the Red Hat Enterprise Linux (RHEL) version 7.9 
(Maipo) distribution, hosted at the Dutch National Institute for Public Health and the Environment (RIVM), 
employed Jovian with kernel “3.10.0-1160.88.1.el7.x86_64”.

 3.  A Simple Linux Utility for Resource Management (Slurm) grid-computer using the Rocky Linux version 8.8 
distribution, hosted by the Leiden University Medical Center, employed Jovian in “--slurm” compute mode 
with kernel “4.18.0-477.15.1.el8_8.x86_64”.

 4.  A Windows10 laptop using WSL2 with Ubuntu version 20.04.6 LTS Linux distribution employed Jovian in 
“--local” compute mode with kernel “5.15.90.1-microsoft-standard-”.

Message Digest 550 (MD5) hashes were generated to compare the results generated by these different systems. 
When these hashes were not identical, the differences were inspected using daff (version 1.3.46)51 and diff 
(version 3.3) using the ‘-y –suppress-common-lines’ flags.

Results
Validation of jovian: comparative analysis with a commercial reference workflow
To validate Jovian, we compared it to an online commercial reference workflow6. This workflow was selected 
due to its similar scope and frequent usage in public health. For this purpose, we used eight samples from study 
PRJEB5472449: R01-01, R01-02, R01-06, R02-06, R02-13, R02-18, R04-14 and R04-15. The original study used 
a viromics approach for norovirus surveillance, benchmarking it against conventional RT-qPCR and Sanger 
sequencing methodologies. The samples were metagenomically sequenced on an Illumina platform. Jovian 
version 1.0.0, with default settings and databases downloaded on May 22nd 2022, was compared against the 
online commercial reference workflow6 on November 3rd 2023. In Table 2, both workflows were compared and 
identified the same genomes of viruses with public health relevance and the same full genomes.

Performance evaluation of taxonomic annotation algorithms
Parallel analysis of the benchmark dataset using Jovian took 103 min on an RHEL cluster, with the overall runtime 
determined by the most computationally demanding sample. To explore potential reductions in runtime, the 
time-consuming taxonomic annotation step using BLAST, was compared to Kraken2 and Centrifuge. Scaffolds 
generated by Jovian from the benchmark dataset were used as input for Kraken2 and Centrifuge (Fig. 3).

We applied the same reporting threshold as the original manuscript to evaluate the accuracy of virus 
detection in the benchmark dataset. The F1-score, which balances precision and recall by accounting for both 
false positives and false negatives, was used as the primary performance metric. BLAST correctly identified all 
scaffolds (100% F1-score). Kraken2 with the standard database misclassified norovirus and sapovirus scaffolds 
of R01-06 as ‘unclassified’, resulting in an F1-score of 93.3%, whereas Kraken2 with the nt database correctly 
identified all expected viruses. Centrifuge, using both the standard and nt database identified all expected 
viruses but reported false positives: a 2.8 kilobase scaffold was incorrectly labeled as Herpesvirus, and an 8.3 
kilobase scaffold as human immunodeficiency virus (HIV), leading to an F1-score of 97.0% for both databases.

Runtime, maximum memory usage and storage requirements were also assessed (Fig.  3). BLAST with 
the nt database required approximately 37 min per sample, using up to 9 GB of RAM and 490 GB of storage. 
Centrifuge with the nt databases had similar runtimes but required more memory. Kraken2 with the nt database 

Sample name Virus name Read-count Jovian Read-count commercial workflow Fraction (percentage)

R01-01 Norovirus GII.4[P4] 626.832 495.943 79.1

R01-02 Norovirus GII.7[P7] 498.706 419.530 84.1

R01-06

Norovirus GI.7[P7] 8.570 7.334 85.6

Sapovirus GI.7 764.574 658.311 86.1

Coxsackievirus A2 614 534 87.0

R02-06 Norovirus GII.17[P17] 27.574 23.460 85.1

R02-13
Norovirus GII.17[P17] 98.879 87.349 88.3

Norovirus GII.4[P31] 1.931 1.689 87.5

R02-18 Norovirus GII.2[P16] 506 461 91.1

R04-14

Norovirus GII.4[P16] 3.022.977 2.526.414 83.6

Coxsackievirus A4 163.425 137.926 84.4

Bocaparvovirus 1 64.501 54.575 84.6

Bocaparvovirus 3 3.754 3.243 86.4

R04-15

Norovirus GI.5[P4] 10.154 8.558 84.3

Norovirus GI.6[P6] 1.045 903 86.4

Aichivirus 1 6.236.103 5.343.266 85.7

Table 2. Comparison of jovian versus a commercial online reference workflow6 for eight samples from study 
PRJEB5472449 which focused on viruses with public health relevance. Both workflows identified the same 
strains as full genomes.
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required 960 GB RAM, since this was not available, the ‘--memory-map’ flag was used which increased runtime 
significantly but lowered maximum memory usage to 300 MB. However, when using their respective standard 
databases, both algorithms achieved shorter runtimes and lower memory and storage usage compared to BLAST 
with the nt database.

Overall, while the nt database provided the most reliable results across all taxonomic algorithms, it also 
resulted in longer runtimes regardless of the algorithm used.

Reproducibility of jovian across diverse computing environments and institutes
To assess the reproducibility of Jovian, we installed the workflow on four distinct machines—CentOS, RHEL, 
RockyLinux and Windows10-Ubuntu—at three different institutes. All installations used identical databases 
downloaded on May 22nd, 2022, and analyzed the same dataset within an hour (study PRJEB54724, samples 
R01-06, R02-13 and R04-1549), which is a subset of the dataset used in the previous comparisons. Importantly, 
on the CentOS and Windows10-Ubuntu machines, Jovian was employed in “--local” mode, operating on a single 
computer, while the analyses on the RHEL and RockyLinux machines were performed on LSF and SLURM 
grids, respectively. MD5 hashes were used to compare the output files generated by different institutes. Identical 
hashes would confirm that files are identical, thereby demonstrating that Jovian was successfully deployed and 
that its results were reproducibly generated.

Initially, discrepancies in MD5 hashes were observed for the output files generated by the different institutes, 
despite identical input files and database versions. Analysis using daff51 revealed many small discrepancies 
between the output files, primarily stemming from minor variations in SNP-calling metrics and differences in 
scaffold names and the sorting of scaffolds. These variations were caused by small rounding differences in the 
scaffold names, which contains the scaffolds’ average depth-of-coverage (Supplementary Table S2). We identified 
variations in the number of computational threads used by SPAdes and LoFreq as the cause of these differences.

To achieve more efficient parallelization for a shorter turn-around time, Jovian had initially been optimized 
to the number of threads the host-computer could provide. Due to the effect it had on reproducibility, we adapted 
this and fixed the number of computational threads used per algorithm. After fixing the number of threads, 
analyses were repeated at three different institutes with different IT architectures. The resulting MD5sum hashes, 
shown in Table  3, were all identical. Furthermore, in all replicates the expected viral pathogens, as listed in 
Table 2, were accurately identified. This reproducibility is a requirement for diagnostic usage.

Discussion
To validate Jovian, its results were first compared with an online reference workflow, showing that they are 
comparable in relation to the identification of clinically or public health relevant viruses (Table 2). Jovian was 
able to identify slightly more reads belonging to these viruses compared to the commercial reference workflow, 
but this did not impact the interpretation of the data. We hypothesized this was caused by different QC cutoffs. 
As outlined by De Vries et al.52 and ISO15189, validation by comparison to conventional methodologies and ring 

Filename Content description Identical MD5 checksums (last six digits)

all_taxClassified.tsv Scaffold metadata, incl. taxonomy Yes (e30ea7)

all_taxUnclassified.tsv Scaffold metadata, excl. taxonomy Yes (b0c79e)

all_virusHost.tsv Scaffold host and disease metadata Yes (7f0568)

all_filtered_SNPs.tsv Minority variants Yes (73ba51)

Table 3. Reproducibility of jovian analysis across four different machines, hosted by independent institutes, 
when analyzing an identical dataset (PRJEB5472449) with identical databases. Jovian’s four main output files are 
listed with a short description of its contents and whether the result was identical based on MD5 checksums of 
output files generated by all respective institutes.

 

Fig. 3. Comparison of taxonomic annotation algorithms based on F1-score, runtime, maximum memory 
usage and required storage space. BLAST with the nt database was compared to Centrifuge and Kraken2 using 
the nt and their standard databases. *For Kraken2 with the nt database, the analysis required ~ 960GB RAM. 
Due to insufficient available memory, the “--memory-map” flag was used, leading to a bottleneck and extended 
runtimes.
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trials is required. Both in-silico and real-sample ring trails show that Jovian’s results are reliable and sensitive53,54 
and in a public health surveillance setting, metagenomic sequencing on a Illumina-platform combined with 
Jovian analysis shows an improvement over Sanger sequencing-based surveillance of noroviruses49.

We also assessed the performance of BLAST, Kraken2 and Centrifuge on the benchmark dataset with the 
intent of reducing its runtime. BLAST and Kraken2 (nt) resulted in the highest F1-score (100%). However, 
Kraken2 (nt) required 960 GB of RAM or 4.5 h runtime per sample. Kraken2 with the standard database resulted 
in two false negatives, while Centrifuge, using both nt and standard databases, reported one false positive. This 
led us to select BLAST (nt) as the taxonomic annotation algorithm for Jovian. This decision also aligned with 
stakeholders’ preferences for backward-compatibility and preparedness for emerging viruses by using the most 
complete nucleotide database.

When we assessed Jovian’s reproducibility, we found minimal changes in contig names and SNP-calling 
metrics such as depth of coverage, quality and allele frequency (Supplementary Table S2) based on the number 
of logged threads used by the algorithms incorporated in Jovian. While the differences were minor and did not 
affect the interpretation of this dataset, there is the possibility that this could confound independent replication. 
In theory, in some instances this variation could result in a SNP not being reported if it falls below the 5% allele 
frequency cutoff. We removed the inter-replication variability by fixing the thread-counts within Jovian, thereby 
making hash-based comparison feasible. This allows rapid validation of workflow deployment to different IT 
architectures. To the best of our knowledge, we have not seen the influence of thread-counts on metagenomic 
analysis reported in clinical or public health literature.

By aligning Jovian with privacy legislation and laboratory certification protocols we lowered the barrier 
for integration into clinical and public health surveillance programs. By automatically removing human data, 
it adheres to the GDPR. All subprocess parameters, user-defined parameters and database information are 
logged into an audit trail, thus aligning with ISO15189. Furthermore, all software is publicly available and 
transparent. Third, Jovian is demonstrably portable and reproducible, a requisite for clinical implementation, 
as shown by generating identical results on four different hardware platforms across three institutes (Table 3). 
In the comparable field of bacterial WGS of food products, this is a requirement for ISO23418 certification, 
emphasizing its importance. This offers the possibility to expand across a network of laboratories. To improve 
this interoperability, and in light of FAIR guidelines18, all output files, their formats and brief content descriptions 
are provided in Supplementary Table S1 and the GitHub repository (https://github.com/DennisSchmitz/jovian).

Integrating any technique or tool within a public health or clinical setting requires integration into a quality 
assurance regimen, which should be provided by the user. This includes steps such as demultiplexing of raw 
data to remove barcodes or custom designs, establishing a versioning and validation strategy for the employed 
databases, and implementing a data management ecosystem to store results, metadata and methodological 
information5,55. While Jovian’s ‘--install-databases’ flag offers a convenient default by downloading 520 GB 
of databases in about four hours, this may not always be the optimal choice. Database selection is a critical 
aspect of experimental design. For example, when working with non-human datasets, GDPR compliance may 
not be necessary, and aligning against a species-specific genome rather than the default human genome could 
streamline analysis and reduce runtime. Considering the storage requirements (~ 550 GB) and processing power 
required, Jovian is best suited for high-performance computing (HPC) clusters, although smaller datasets can be 
processed on high-end consumer hardware using the ‘--local’ flag.

Contamination in viromics is a known problem56,57. Since Jovian can be used to analyze multiple sequencing 
runs either simultaneously or individually, we recommend users apply filters in the web report based on their 
negative controls. As a general guideline, scaffolds with an even distribution, an average depth-of-coverage of 
3x, and a length of ≥ 250nt would be sufficient for reporting for samples with approximately one million reads. 
These thresholds should be adjusted according to the total read count per sample, the number of PCR cycles 
during library preparation, and lab-specific contamination levels. We also recommend that low-coverage or 
high-impact findings be independently validated using classical molecular methods52.

Currently, virus (geno)typing relies on a webtool hosted by the RIVM. We send queries to it and receive 
(geno)typing results, which are integrated into the web report. This process, therefore, relies on an internet 
connection. Since these webtools are the results of a public-private partnership, they are not open source and 
cannot be incorporated into Jovian for offline use at this time. This is why only timestamps of the typing results 
are logged and more details are not included. This reliance affects Jovian’s accessibility, reproducibility and long-
term sustainability which is why the development of a free and open-source genotyper is ongoing.

Another impediment to its integration into clinical and public health surveillance is its accessibility. Designed 
for accessible application, Jovian operates through a command-line interface, rendering results accessible 
via standard web browsers. The interactive web report has been tailored to a set of use-cases, encompassing 
the identification of specific (pathogen) taxa, virus-typing for outbreak investigations, and the exploration of 
variants (quasispecies), either present as consensus level SNPs or minority SNPs (Fig. 1). The interactive genome 
viewer empowers end users to discern potential biases or artifacts inherent in the data. As is characteristic of 
any automated workflow, manual curation of pertinent information by experts remains essential. In this regard, 
Jovian provides visualizations that assist in this process (Fig. 2). While the initial setup of Jovian necessitates 
the involvement of a system administrator or bioinformatician, subsequent utilization of Jovian empowers lab-
technicians and (clinical) virologists to engage in independent analyses.

Building upon insights by Nieroda et al.55, the integration of demultiplexing, Jovian data analysis, and the 
preservation of an audit trail in an comprehensive quality management system can be accomplished through 
iRODS58. Through this integration, Jovian has supported the surveillance and diagnostic initiatives at the RIVM 
virology department by successfully analyzing over a thousand surveillance samples, encompassing viruses such 
as mumps59, enterovirus E3060, and norovirus49. Its robustness has been underscored through ring trials53,54 and 
its implementation in the COMPARE datahubs by the European Bioinformatics Institute (EBI)61. Furthermore, 
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Jovian’s core principles served as the foundation for the RIVM bacterial workflow, Juno62, highlighting the 
essential role of open-source science in advancing cross-domain scientific progress.

We conclude that the development of this workflow is an important step toward the deployment of 
metagenomic approaches within public health institutes and clinical settings. Its results were validated by 
comparison to a commercial reference workflow, and it adheres to privacy legislation and laboratory certification 
protocols. This addresses several impediments to the deployment of metagenomics in these settings and has the 
potential to enhance the breadth of surveillance and testing programs, thereby fostering more effective public 
health interventions.

Data availability
The authors declare that no new sequence data was generated for this study. All sequence datasets analyzed in 
this study are available within this article: Schmitz et al.49  under study accession number: PRJEB54724. The raw 
sequence files of human samples for PRJEB54724 were submitted after the removal of human reads.
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