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1  | INTRODUC TION

Alzheimer's disease (AD) is the most common cause of dementia 
and typically manifests as memory impairment in the earliest clin-
ical stage. Mild cognitive impairment (MCI), a less severe condition 
than AD, increases the risk of developing AD. Structural information 
of the brain provides novel insight to evaluate the progression of 
neurodegenerative disorders, such as MCI, AD, and from MCI to AD. 

Data can be analyzed with two approaches depending on whether 
the temporal or spatial axis is considered in cross-sectional studies 
at an arbitrary time point and longitudinal studies at a fixed spatial 
location. Comparison between cognitively normal (NL) individuals 
and patients with AD is a common analysis method and helps ex-
plore the pathological condition underlying AD and MCI. However, 
the results of grouped data with this strategy may not necessarily be 
applied to individual cases. Longitudinal data analysis, including the 
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Abstract
Introduction: We propose a method to evaluate quantitatively the longitudinal struc-
tural changes in brain atrophy to provide early detection of Alzheimer's disease (AD) 
and mild cognitive impairment (MCI).
Methods: We used existence probabilities obtained by segmenting magnetic reso-
nance (MR) images at two different time points into four regions: gray matter, white 
matter, cerebrospinal fluid, and background. This method was applied to T1-weighted 
MR images of 110 participants with normal cognition (NL), 165 with MCI, and 82 
with AD, obtained from the Japanese Alzheimer's Disease Neuroimaging Initiative 
database.
Results: We obtained the coefficients of probability change (CPC) for each dataset. 
We found high area under the receiver operating characteristic curve (ROC) values 
(up to 0.908 of the difference of ROCs) for some CPC regions that are considered 
indicators of atrophy. Additionally, we attempted to establish a machine-learning al-
gorithm to classify participants as NL or AD. The maximum accuracy was 92.1% for 
NL-AD classification and 81.2% for NL-MCI classification using CPC values between 
images acquired at first and sixth months, respectively.
Conclusion: These results showed that the proposed method is effective for the 
early detection of AD and MCI.
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characterization of longitudinal structural brain changes, is needed 
for superior prediction of the onset and treatment of AD.

Several established methods exist to analyze brain volume 
changes. The software package FreeSurfer longitudinal stream 
can	estimate	volume	changes	within	more	 than	40	volumes	of	 in-
terest (VOIs) using the Bayes estimation and Markov random fields 
(Fischl	et	al.,	2002,	2004).	Tensor-based	morphometry	compares	the	
amount of deformation between two mutually registered images. 
This method performs global registration by affine transformation, 
with subsequent local registration by nonlinear transformation. The 
Jacobian map is obtained as the distribution of shrinkage and exten-
sion for each axis in the whole brain (Hua et al., 2010). Other meth-
ods focus on changes in the brain surface. Boundary shift integrals 
evaluate the degree of shrink by assessing changes in pixel values 
at the boundary between the cortical tissue and cerebrospinal fluid 
(CSF) (Freeborough & Fox, 1997; Leung et al., 2010, 2012). Using 
the distance between two corresponding voxels on a contour, struc-
tural image evaluation using the normalization of atrophy (SIENA) 
is another well-known method to assess volume changes (Smith 
et al., 2002).

Numerous studies have used these longitudinal analyses to eval-
uate AD in magnetic resonance (MR) images; specifically, information 
regarding the hippocampus, such as its volume, shape, and structure, 
is often used to estimate the progress of AD (Ceyhan et al., 2011; 
Chan	 et	 al.,	 2001;	 Grundman	 et	 al.,	 2004;	 Mungas	 et	 al.,	 2002;	
Reuter et al., 2012; Tang et al., 2015).

Lillemark	et	al.	(2014)	investigated	the	relationship	and	proxim-
ity between brain regions to classify individuals into healthy control, 
MCI, and AD groups. Thompson et al. (2003) generated a map that 
visualized the rates of local gray matter loss over time. As aforemen-
tioned, most of these analyses have used the volume or shape of the 
whole or local brain regions. Reuter et al. (2012) developed a novel 
longitudinal image processing framework based on the FreeSurfer 
pipeline for automatic surface reconstruction and segmentation of 
brain MR images acquired at arbitrary time points.

This study proposes new indices for early detection of 
Alzheimer's disease and MCI by quantitative evaluation of longitu-
dinal structural changes using corresponding changes in the brain 
tissue. Specifically, we used existence probabilities of the following 
three different tissues that can be easily obtained by segmentation in 
SPM8 (Statistical Parametric Mapping) (Ashburner & Friston, 2005): 
gray matter (GM), white matter (WM), and CSF. All other signals are 

considered background. The structural changes were considered 
changes in existence probabilities, and the temporal change in each 
brain tissue type was estimated from the above probabilities. The 
results were subsequently analyzed with the SPM software, a widely 
used tool to analyze brain MR images. This analysis enabled the ac-
quisition of additional information with this method. Moreover, this 
method outlines both structural and tissue-level changes. This re-
port expounds on the method and its use to differentiate individuals 
with AD from those with NL, thereby demonstrating its classifica-
tion efficacy.

2  | MATERIAL S AND METHODS

2.1 | Subjects

We used T1-weighted MR images from the Japanese Alzheimer's 
Disease Neuroimaging Initiative (J-ADNI) dataset, provided by 
National Bioscience Database Center in Japan.

Data were acquired using 1.5 T MRI scanners (GE Healthcare, 
Siemens, and Philips). Scanning parameters are as follows: flip 
angle,	8°;	 inversion	time,	1,000	ms;	field	of	view,	240 × 240	mm2; 
slice	thickness	with	no	gap,	1.2	mm;	repetition	time,	2,400	ms	for	
multicoil phased-array head coil and 3,000 ms for birdcage coil for 
GE GNENESIS SIGNA, SIGNA EXCITE, SIGNA HDx/HDxt, Siemens 
Avanto, MEGNETOM, VISION, Sonata, Symphony, Symphony 
Vision, and Symphony Tim, 2,300 ms for multicoil phased-array 
head coil for Philips Achieva; in plane resolution, 0.9375 × 0.9375 
mm2, 1.0156 × 1.0156 mm2 or 1.25 × 1.25 mm2; acquisition plane, 
Sagittal; phase encoding direction, A/P.

All recruited volunteers were divided into the following three 
groups: (a) AD, (b) NL, (c) and MCI. All participants underwent exam-
inations; these included MRI and cognitive assessments, such as the 
Mini-Mental State Examination (MMSE) and the Clinical Dementia 
Rating (CDR). The J-ADNI study was a longitudinal study for AD with 
MRI and cognitive assessments at 6-month or 12-month intervals for 
2 or 3 years depending on the target group (for more details, refer to 
the J-ADNI website). In this study, we used MRI performed at 0 and 
6 months because if we can capture brain structural changes at short 
scanning intervals, it would be a more useful biomarker (Mubeen 
et al., 2017). Those who underwent an MRI scan with a different 
scanner at 0 and 6 months of age were excluded.

AD MCI NL p value

N 82 165 110

Age, mean (SD) 71.4	(6.70) 71.5 (6.37) 71.8 (6.28) .891

Sex, M/F 49/60 79/83 32/49 .39

MMSE, mean (SD) 22.2 (1.70) 26.4	(1.71) 29.1 (1.26) <.0001

Scanning interval days, 
mean (SD)

209 (18.9) 203 (12.5) 205 (13.9) .0127

CDR, 0/0.5/1 0/54/28 0/165/0 110/0/0

TA B L E  1   Participant demographics
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Since we found significant age difference between diagnostic 
groups on the original J-ADNI dataset, age-matched participants 
were chosen by stratified random sampling from the three groups. 
The MRI data provided by the J-ADNI database were not isotropic. 
However, because this is a public database, this omission was out-
side of our control.

All data were collected after obtaining informed consent from 
participants and approval from the ethics committee of our hospital. 
Table 1 shows the detailed demographic information of the partici-
pants enrolled in this study.

2.2 | Image processing

All MR images were corrected for intensity inhomogeneity using 
the B1 correction algorithm (Narayana et al., 1988) and a nonpara-
metric nonuniformity intensity normalization (N3) algorithm (Sled 
et al., 1998). Subsequently, phantom-based distortion correction 
(Maikusa et al., 2013) was performed to normalize variations be-
tween MRI scanners.

We constructed an automated pipeline to calculate the coeffi-
cient of probability change (CPC) elements within the VOIs as shown 
in Figure 1. This pipeline has four steps: VBM segmentation, creation 

of a single subject template (SST) and symmetrical registration, au-
tomatic extraction of the VOI, and calculation of the CPC elements.

2.2.1 | Create single subject template and 
symmetric registration

For unbiased longitudinal analysis, we first created an SST from 
individual MR images acquired at 0 and 6 months using the “ants-
MultivariateTemplateConstruction2.sh.” This script can create 
population-specific or individual templates by coupling the intrinsic 
symmetric pairwise registration (Avants et al., 2010) with an opti-
mized shape-based sharpening/averaging template appearance. MR 
images acquired at two time points were subsequently registered to 
each SST.

2.2.2 | Segmentation

In the segmentation process, we used the VBM8 toolbox for image 
segmentation of SST-registered MR images into three types of brain 
tissues (GM, WM, and CSF) and background. It is assumed that the 
histogram of image intensity follows a Gaussian mixture model. 

F I G U R E  1   Flowchart to calculate CPC elements within the volume of interest from longitudinal brain structural images. CPC, coefficients 
of probability change

Pre-processed 
Images 
(t1 , t2)

Single Subject
Template (SST)

Rigid SyN Transform
to SST space

GM

WM

CSF

Segmented Image

…

Extract VOI
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Fgg

Averaged CPCs
within VOI

Fww

Fgc

…

…
…

CPC element Images

…
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0.382
0.493
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0.983
0.593

… …

…
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Accordingly, the existence possibilities of the three tissue types can 
be calculated for the image intensity at an arbitrary voxel, p(T | I), 
using the following Bayesian equation:

where T and I indicate the tissue type, including the background and 
voxel values, respectively. p(T) is the prior probability of the image and 
can be obtained from a standard template constructed using data from 
many participants. This template reflects the existence probability for 
each tissue, which is provided in SPM. p(I | T) is the likelihood, that is, 
the probability that the voxel has an intensity I when the tissue type is 
known. This value is easy to obtain because the intensity distribution 
for each tissue has already been calculated using the Gaussian mixture 
model. p(I) can also be obtained from the image histogram. The afore-
mentioned four processing steps (realignment, registration, re-slicing, 
and segmentation) were performed with SPM. We obtained the ex-
istence probabilities for the four tissues, including that for the back-
ground, at each voxel. These probabilities can be expressed as a vector 
with four elements.

2.2.3 | Coefficients with probability change

Here, we define the vector p(t) described in (2) at time t (with the first 
measurement as the reference time) for every voxel. The additional 
characters g, w, c, and b indicate GM, WM, CSF, and background, re-
spectively. We denoted the vector at each measurement, excluding 
the reference time, as p(tt). We assumed a linear relationship between 
the two vectors, p(t) and p(tt), and describe the existence probabilities 
at an arbitrary voxel at two different time points, t and t′, as [g(t) w(t) 
c(t) b(t)]T and [g(tt) w(tt) c(tt) b(tt)]T. That is, we assume that the exist-
ence probabilities at t′ are defined as summation of the products of 
the probabilities at the first observation and the coefficients, which 
reflect the degree of change between the two observations. This 
relationship is expressed with the following equation:

where

Here, the elements in matrix F in (2) indicate the degree of tem-
poral change and are denoted as CPC herein. In this equation, 16 
coefficients were required. However, only four equations are used 
for each voxel. Accordingly, with constraints, we used four voxels to 
obtain 16 coefficients.

Considering that 3 × 3 × 3 voxels were used to obtain the coef-
ficients, we used 108 equations. In addition, we specified the con-
dition that CPC has positive values to ease clinical interpretation; 
therefore, the resulting non-negative least-squares problem was 
solved using the incorporated function in Matlab.

When the CPC matrix F is a unit matrix, the probabilities do not 
show structural changes. CPC in F can be obtained by constructing 
equations that describe changes in each tissue. As an example of 
change in GM using probabilities at the first measurement, t, and at 
another time point, t′, we can obtain CPC values corresponding to 
the gray matter under the aforementioned constraints:

The probability of the voxel being a part of the background was 
obtained by subtracting the total probabilities of GM, WM, and CSF 
from 1.0. Subsequently, probabilities in p(t) and p(tt) of less than 0.2 
were neglected. Hence, if quantities of g(t), w(t), c(t), or b(t) for a given 
voxel that were less than 0.2 were set to 0, CPC becomes much 
larger when these possibilities are extremely small because it indi-
cates the ratio of the probabilities at two different time points. Here, 
the maximal CPC is limited to 5.0 (1.0/ 0.2) by excluding probabilities 
less than 0.2. This approach specifically highlights the changes in 
tissues that comprise a sufficiently large proportion (more than 20%) 
of a voxel.

Accordingly, we set the value to 0 and adjusted the remaining 
components to satisfy the condition that the total existence prob-
ability is 1.0. CPCs greater or less than 1.0 indicate increase and 
decrease of probabilities, respectively. CPC located on a diagonal 
element in the matrix, Fii, indicates the change in existence proba-
bility between two different time points in a tissue. However, the 
other CPC, Fij (i/=j), shows the degree of contribution of probability 
of tissue i to that of tissue j. To compare the CPC and the direct lon-
gitudinal changes in anatomical probability, we performed a simple 
longitudinal analysis. We calculated the averaged rates of the poste-
rior probability changes, that is, gm(t + 1)/gm(t), wm(t + 1)/wm(t), and 
csf (t + 1)/csf (t), within each VOIs at the two time points after affine 
registration to SST.

2.2.4 | Automatic extraction of the VOI

We analyzed each SST image with the joint label fusion method 
(Hongzhi et al., 2013). This method is effective to label a 
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VOI automatically according to the multi-atlas training set, 
Neuromorphometrics atlas (Neuromorphometrics Inc., 2016). This 
atlas features brain images of 30 participants from the J-ADNI da-
tabase, which have been manually labeled into 236 regions. These 
data are commercially available (Neuromorphometrics). Each VOI of 
the atlas is defined in Neuromorphometrics General Segmentation 
Protocol and by the BrainCOLOR Cortical Parcellation Protocol. 
After the extraction of VOIs, we calculated the average of each CPC 
element value within the extracted VOIs.

2.3 | Machine-learning classification

We constructed the classification models with machine learning and 
CPC elements according to the following two main steps:

1. We defined CPC elements to perform the classification. We 
focused on CPC components associated with brain atrophy. 

Specifically, in case of brain atrophy, the GM region will erode 
and the CSF region will dilate. Therefore, we employed Fcc, 
Fgg, Fgc, and Fcg as the input variables for machine-learning 
classifications.

2. We then executed machine-learning classification using three 
types of classifiers to detect AD: support vector machine (SVM), 
random forest (RF), and gradient boosting classifier (GBC). The 
CPC elements were averaged within the 236 regions. Machine-
learning classification permitted the integration of complemen-
tary information of CPC elements from different tissue types to 
potentially enable high-performance classification. Furthermore, 
to avoid the dimensionality of the VOI approach, we used a princi-
pal component analysis (PCA) and thereby reduced the dimension 
of the features for machine learning. To tune the hyperparameters 
of each classifier, grid search was used to find the number of PCA 
components for all classifiers, including the optimal C (soft mar-
gin parameter) for linear SVM, C and gamma for rbf kernel SVM, 
the number of estimators and class weight for RF, and number of 

F I G U R E  2   Representative images in 
NL (left column), MCI (middle column), and 
AD (right column) of each CPC element 
related to changes in GM and CSF (Fcc, 
Fgg, Fgc, and Fcg), and original T1-weighted 
magnetic resonance image of SST. Color 
maps of image show CPC values. AD, 
Alzheimer's disease; CPC, coefficients of 
probability change; CSF, cerebrospinal 
fluid; GM, gray matter; MCI, mild cognitive 
impairment; NL, normal cognition

Fcc

Fgg

Fgc

Fcg

NL AD

T1

MCI
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TA B L E  2   The top 20 areas under the receiver operating characteristic (ROC) curves of brain regions on ROC analysis of the differences 
between individuals with Alzheimer's disease and those with normal cognition determined using elements of coefficients of probability 
change

Rank Element Region AUC

NL versus AD

1 Fcc Left Hippocampus 0.908

2 Fcc Right Hippocampus 0.904

3 Fgc Right Hippocampus 0.883

4 Fgc Left Hippocampus 0.882

5 Fcc Right Inf Lat Vent 0.875

6 Fgg Left Inf Lat Vent 0.871

7 Fgc Left Inf Lat Vent 0.866

8 Fgc Right Inf Lat Vent 0.855

9 Fcc Left Amygdala 0.853

10 Fgg Left Amygdala 0.852

11 Fcc Left Inf Lat Vent 0.850

12 Fgg Right Inf Lat Vent 0.835

13 Fgc Left Amygdala 0.830

14 Fcc Right Amygdala 0.829

15 Fcc Left entorhinal area 0.821

16 Fcc Left PHG 0.813

17 Fgc Left entorhinal area 0.810

18 Fgg Right Amygdala Left 0.808

19 Fgg Thalamus Proper 0.802

20 Fcc Right PHG 0.786

Rank Element Region AUC

NL versus MCI

1 Fcc Right Hippocampus 0.863

2 Fcc Left Hippocampus 0.848

3 Fcc Right Inf Lat Vent 0.823

4 Fcc Left Inf Lat Vent 0.779

5 Fgc Right Hippocampus 0.778

6 Fgc Right Inf Lat Vent 0.770

7 Fgc Left Hippocampus 0.769

8 Fgc Left Inf Lat Vent 0.763

9 Fgg Left Amygdala 0.763

10 Fgg Right Inf Lat Vent 0.759

11 Fcc Right Hippocampus 0.757

12 Fcc Left Hippocampus 0.749

13 Fgg Right Inf Lat Vent 0.739

14 Fgg Left Inf Lat Vent 0.733

15 Fgg Right Hippocampus 0.731

16 Fgg Right Inf Lat Vent 0.730

17 Fcc Left Hippocampus 0.727

18 Fcc Left Inf Lat Vent 0.718

19 Fgg Left Amygdala 0.716

20 Fgg Right Inf Lat Vent 0.713

Note: The top row is a comparison of NL versus AD, and the bottom row is a comparison of NL versus MCI.
Abbreviations: PHG, Parahippocampal gyrus; Inf Lat Vent, inferior lateral ventricles.
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estimators and maximum depth for GBC. Other settings included 
the defaults of the scikit-learn toolkit (version 0.19.1) running on 
the Python 3.6 platform. Classification accuracy was obtained by 
n-fold cross-validation, that is, data from 1/n participants were 
used for testing, whereas the others were used for training. In 
order to obtain stable results, we used 15-fold cross-validation 
to increase the number of training datasets as much as possible 
and sufficient number of test datasets. The classification results 
are validated using the mean values of accuracy (ACC), sensitivity 
(SEN), and specificity (SPE).

3  | RESULTS

Figure 2 shows the spatial distributions of Fgg, Fcc, Fgc, and Fcg, and 
the target SST T1-weighted image, which belongs to the NL and AD 
groups. The temporal changes in the representative indices using 
diagonal CPC (Fcc and Fgg) have values less than 1 in most voxels, 
and these values in participants with AD were lower locally than in 
those with NL. These elements represent the ratio of tissue perse-
verance; hence, a deviation of Fgg and Fcc from a value of 1 indicates 
the degree of change from GM and CSF to other regions, respec-
tively. Fgc indicates the probability of a tissue changing from gray 
matter to CSF, whereas Fcg indicates the reverse. High values of Fgc 
indicate GM atrophy. In Figure 2, high Fgc values can be observed in 
participants with AD within the medial temporal areas, including the 
hippocampus, comparatively more than that in participants with NL. 
Moreover, we can see high Fcg value boundary between GM and CSF 
in AD participant than NL.

Table 2 shows the top 20 regional AUCs from the ROC analysis 
between AD and NL, and MCI and NL groups using independent CPC 
elements. High AUC values in table correspond to the hippocampus, 
inferior lateral ventricle, and amygdala on ROC analysis between NL 
and AD groups. The trend between MCI and NL groups was similar 
to NL group versus.AD group. We also show results of ROC analysis 
using direct longitudinal changes in anatomical probability. The high-
est	AUC	value	that	could	distinguish	NL	and	AD	was	0.864	within	
the right inferior lateral ventricle using CSF changes and 0.806 also 
within the right inferior lateral ventricle using CSF changes for NL 
and MCI. The values of AUC by CPC were higher than the direct 
longitudinal change in tissue probabilities.

The experimental results of individual structural changes and 
performance for differentiating between AD and MCI from NL by 
the machine-learning algorithm are as follows. To assess the perfor-
mance of the proposed CPC elements to detect and differentiate 
participants with AD from those with MCI, we used a machine-learn-
ing classification with 15-fold cross-validation. Table 3 shows the 
results of machine-learning classification of AD and MCI. With the 
combination of CPC elements (i.e., Fgg, Fcc, Fgc, and Fcg) and SVM 
classifier, the classification performances (accuracy, sensitivity, and 
specificity) to detect AD were 92.7%, 91.5%, and 93.6%, respec-
tively. For each CPC element, the accuracy of Fcc, Fgg, and Fgc was 
90.1%	82.3%,	and	84.4%,	respectively.

4  | DISCUSSION

From the ROC analysis of the NL/AD and NL/MCI group classifica-
tion within anatomical regions with Fcc, Fgc, and Fgg elements, higher 
AUC values than direct longitudinal changes were found within the 
lateral temporal regions, which have been previously associated with 
AD. Hence, these elements can be considered more indicative of GM 
atrophy.

In Figure 2, participants with AD had lower Fcc values than those 
with NL and MCI who had moderate Fcc in the whole brain. This re-
sult is possibly indicative of the regions with CSF shifting to other 
regions due to the structural change induced by brain atrophy. In 
contrast, Fcg has high values around the boundary between GM and 
CSF regions, where Fcc showed a low value. This change from CSF 
to GM does not have biological significance. However, our method 
does not evaluate at the completely same voxel between two time 
points. If the brain is perfectly spherical and the atrophy is toward 
the center, then a change from CSF to GM cannot occur. However, 
at the boundary of the sulcus, for example, it is possible that atrophy 
causes a migration of gray matter to voxel where CSF is indicated at 
first time point. We believe that these parameters affect atrophy, 
but these complex changes in brain shape due to disease progres-
sion and atrophy are not clear, so we are not discussing it here, only 
assessing whether it is statistically different from healthy people. At 
the medial temporal and superior lateral ventricle, high Fgc and low 
Fgg were observed. Thus, it is considered that these CPC elements 
are indicative of GM atrophy.

TA B L E  3   Best performances of the proposed method to detect AD and MCI using each CPC element (Fgg, Fcc, and Fgc) alone and in 
combination

CPC Element

AD versus NL NL versus MCI

Combined Fcc Fgg Fgc Fcg Combined Fcc Fgg Fgc Fcg

Classifier SVM SVM SVM SVM SVM SVM SVM SVM SVM SVM

ACC (%) 92.1 91.1 82.1 84.7 80.5 81.2 79.7 79.0 74.9 79.7

SEN (%) 88.9 86.4 74.1 76.5 74.1 84.0 85.2 82.1 75.3 87.0

SPE (%) 94.5 94.5 88.1 90.8 85.3 77.1 71.6 74.3 74.3 68.8

Abbreviations: ACC, accuracy; SEN, sensitivity; SPE, specificity.
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A longitudinal machine-learning approach consent from data ob-
tained with fluorodeoxyglucose positron emission tomography (FDG 
PET) (over 12 months) was suggested by Gray et al. (2012), whereas 
another	approach	using	MRI	data	collected	at	0,	12,	and	24	months	
since symptom onset was advanced by Farzan et al. (2015). The ac-
curacies	of	FDG	PET	and	MRI	to	distinguish	AD	from	NL	were	88.4%	
and 91.7%, respectively. A multimodal machine-learning algorithm 
constructed from baseline data, including MRI, FDG PET, and CSF, 
was proposed by Gray et al. (2013); it achieved accuracies of 89.0% 
and	74.6%	to	distinguish	AD	from	NL	and	MCI	from	NL,	respectively.	
Zhang & Shen (2012) suggested an approach that incorporated the 
Apoe genotype into the multimodal model, including MRI, FDG PET, 
and CSF; it achieved an accuracy of 93.3% to distinguish AD from NL 
and 83.2% to distinguish MCI from NL. Westman et al. (2012) used 
MRI and CSF data to construct an orthogonal partial least-squares 
to latent structures (OPLS) machine-learning classifier that demon-
strated accuracies of 91.8% and 77.6% to distinguish NL from AD and 
MCI, respectively (Westman et al., 2012). For data with only MRI and 
those with a single time point, Papakostas et al. (2015) developed 
a machine-learning classifier using deformation- and voxel-based 
morphometry. This model had an accuracy of 85.0% to discriminate 
AD from NL. Iman et al. constructed a classifier of histogram-based, 
patient-specific anatomical brain connectivity networks, which 
achieved	accuracies	of	84.2%	and	70.4%	to	stratify	NL	from	AD	and	

MCI,	 respectively.	Table	4	 summarizes	 the	performances	of	previ-
ously reported algorithms to distinguish NL from AD and MCI.

The multimodality classification frameworks consistently 
showed high performance; this result may be ascribed to the inte-
gration of complementary information contained in multimodality 
data, such as MRI, FDG PET, and CSF, into the machine-learning 
algorithm. However, multimodality approaches require additional 
scanning costs. Moreover, PET scans have the risk of radiation 
exposure, whereas a lumbar puncture is required to sample CSF, 
which is an invasive procedure that exacerbates treatment burden. 
MRI-based approaches alone are minimally invasive. However, the 
performance of classifiers based on cross-sectional MRI data is 
relatively inefficient to distinguish AD/MCI/NL because of lim-
ited information of brain atrophy obtained through this method. 
Longitudinal approaches can provide additional information on 
brain, such as temporal progress of atrophy and therapeutic out-
come. In fact, the longitudinal approaches of the present study, 
as well as those reported by Farzan et al., achieved superior accu-
racy relative to conventional cross-sectional studies. The prompt-
ness and simplicity of the examinations required for longitudinal 
approach also reduce patient burden. With only two scans that 
are performed 6 months apart, our method demonstrates high 
accuracy as compared to other longitudinal approaches to distin-
guish individuals with NL and AD. 6 months is a very short time 

TA B L E  4   Results of the stratification of individuals with NL from those with AD (top panel) and MCI (bottom panel)

Author Data NL/AD Time point Classifier ACC (%) SEN (%) Spec (%)

Gray et al. (2012) FDG 54/50 BL, 12M SVM 88.4 83.2 93.6

Gray et al. (2013) MRI, FDG, CSF, 
Apoe

35/37 BL RF 89.0 87.9 90.0

Zhang and 
Shen (2012)

MRI, FDG, CSF, 
MRI

50/45 BL SVM 93.3 N.A. N.A.

Westman 
et al. (2012)

MRI 111/96 BL OPLS 91.8 88.5 94.6

Papakostas 
et al. (2015)

MRI 49/49 BL SVM 85.0 78.0 92.0

Farzan 
et al. (2015)

MRI 30/30 BL,	12M,	24M SVM 91.7 90.0 93.3

Beheshti 
et al. (2017)

MRI 99/102 BL SVM 84.2 88.8 79.0

Proposed FDG 110/54 BL, 6M SVM 92.1 88.9 94.5

Author Data NL/MCI Time point Classifier ACC (%) SEN (%) Spec (%)

Gray et al. (2013) MRI, FDG, CSF-tau, 
Apoe

35/75 BL RF 74.6 77.5 67.9

Zhang and Shen 
(2012)

MRI, FDG, CSF 50/91 BL SVM 83.2 N.A. N.A.

Westman 
et al. (2012)

MRI, CSF MRI 111/162 BL OPLS 77.6 72.8 84.7

Beheshti et al. (2017) MRI 99/98 BL SVM 70.4 78.2 60.2

Proposed 165/110 BL, 6M SVM 81.2 84.0 77.1

Note: These results are based on previously reported methods, as well as with the method proposed herein.
Abbreviations: OPLS, orthogonal partial least-squares to latent structures; N.A., this metric is not available in the literature.
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for follow-up to identify longitudinal atrophy; however, Mubeen 
et al. (2017) demonstrated that short-term, 6-month, longitudinal 
assessments significantly enhanced the performance of AD pre-
diction in comparison with the cross-sectional model. Our method 
also demonstrates good accuracy to distinguish individuals with 
NL and MCI. The classification of NL and MCI is difficult because 
the effect size of changes in the brain between individuals with NL 
and MCI is small. Our method can distinguish individuals with MCI 
from those with NL with high sensitivity. Thus, our method will 
be a useful screening tool for individuals with MCI. Although the 
method used by Farzan et al. calculated whole-brain atrophy rate, 
our approach divided the information related to longitudinal brain 
changes to different tissue types such as GM, WM, and CSF, into 
nine elements; thus, the noise and errors generated in the process 
of calculating brain atrophy and/or co-registration between time 
points, for example, changes from GM to a background voxel that 
are sensitive to errors in detecting longitudinal changes, can be 
overcome by dividing the components using the CPC approach.

As	 shown	 in	Table	4,	 all	 our	 results	 showed	 the	best	 accuracy	
when using SVM. In general, RF and GBC are not suitable for cases 
where	 the	 sample	 size	 is	not	very	 large	 (Manuel	et	al.,	2014).	Our	
data had about 100 subjects in each group, which may explain why 
the SVM showed optimal results. Our method can detect brain pres-
ervation ratio and structural changes in the brain using only two 
brain MR images. The separated metrics with different characteris-
tics, brain structural change, and preservation can be integrated by 
machine-learning method. We believe that this is the reason why our 
method can achieve high accuracy with only MR images and short-
term longitudinal analysis.

Efficient retrieval of information with the longitudinal approach 
may account for this accuracy.

Moreover, our method can be expanded to broader applications 
with further development; for example, Fwg can be used to evaluate 
white matter hyperintensities (WMHs). WMH regions are also hy-
po-intense on T1-weighted MR images. So, areas of WMH are often 
misclassified by FSL and SPM routines that assess tissue probability 
using only signal intensity. To assess this, we would conduct future 
studies to assess whether WMH may be driving the differences in 
CPC elements, especially Fwg, compared with WMH volume by the 
SPM lesion segmentation tool. Moreover, the probability of tissue 
class from SPM in our method is based entirely on signal intensity. 
Several other groups have evaluated how change in signal intensity 
within tissues may predict Alzheimer's disease, such as boundary 
shift integral. We would also assess how the assessment of tissue 
probability technique compares with the assessment of change in T1 
signal intensity for GM, WM, and CSF.

However, this study has some limitations. First, the time interval 
between two time scan was significantly different across diagnos-
tic groups NL, AD and MCI due to disproportionately distributed 
data provided by the J-ADNI database. Next, our method and other 
longitudinal measurement methods to calculate CPC elements are 
based on the assumption that registration of brain images from the 
two time points by rigid transformation can be performed almost 

completely. Therefore, our results and results of other longitudinal 
methods can include some measurement error bias derived from 
mis-registration.

Our method also calculated other elements of CPCs that do 
not relate to brain tissue, that is, rather related to background. We 
believe that this coefficient related to background normally should 
be zero and can be used whether or not brain extraction worked 
identically during a longitudinal assessment. Therefore, we suggest 
that mis-registration caused by unexpected head movements can 
be evaluated by CPC elements related to the background. We as-
sessed averaged Fbg, Fbw, and Fbc maps, and they were approximately 
zero; therefore, we think our results were likely not affected by head 
movements. But Fbg, Fbw, and Fbc are insufficient for showing accu-
rate registration of brain parenchyma (GM and WM). Consequently, 
we need new metrics to evaluate the registration success for a more 
accurate longitudinal assessment of brain.

5  | CONCLUSIONS

We proposed a novel metric to detect brain changes using CPC val-
ues for GM, WM, and CSF. We evaluated the efficiency of the pro-
posed metric obtained from baseline and 6-month time points from 
the J-ADNI database. We performed machine-learning classification 
between NL versus AD and NL versus MCI. Fgg, Fcc, and Fgc elements 
of CPC can reflect the previously characterized dynamics and neural 
manifestations of AD. Therefore, these elements can be used as sur-
rogate biomarkers for computer-aided diagnosis.

ACKNOWLEDG MENTS
The J-ADNI was supported by a Grant-in-Aid for the Translational 
Research Promotion Project (Research Project for the Development 
of a Systematic Method for the Assessment of Alzheimer's Disease) 
(grant number, 20100000001577) from the New Energy and 
Industrial Technology Development Organization of Japan; the 
Health Labour Sciences Research Grants (Research on Dementia) 
(grant	 numbers,	 H19-Dementia	 Research-024	 and	 H22-Dementia	
Research-009) from the Japanese Ministry of Health, Labour and 
Welfare; and a Grant-in-Aid for Life Science Database Integration 
Project (Database Integration Coordination Program) from the Japan 
Science and Technology Agency (JST). In addition, this work has 
been partially supported by an Estonian Research Grant (PUT638). 
We would like to thank Editage (www.edita ge.com) for English lan-
guage editing.

CONFLIC T OF INTERE S T
The authors declare no conflicts of interest associated with this 
manuscript.

AUTHOR CONTRIBUTION
N. Maikusa and T. Fukami developed the study concept and contrib-
uted to the study design. H. Matsuda involved in project administra-
tion and data collection. M. Maikusa performed the data analysis 

http://www.editage.com


10 of 11  |     MAIKUSA et Al.

and interpretation. T. Fukami drafted the paper. All authors provided 
revisions and approved the final version of the paper for submission.

PEER RE VIE W
The peer review history for this article is available at https://publo 
ns.com/publo n/10.1002/brb3.1869.

DATA AVAIL ABILIT Y S TATEMENT
The datasets generated during the current study are available from 
the corresponding author upon reasonable request.

ORCID
Norihide Maikusa  https://orcid.org/0000-0003-0943-4684 

R E FE R E N C E S
Ashburner,	J.,	&	Friston,	K.	J.	(2005).	Unified	segmentation.	NeuroImage, 

26(3), 839–851. https://doi.org/10.1016/j.neuro image.2005.02.018
Avants,	 B.	 B.,	 Yushkevich,	 P.,	 Pluta,	 J.,	Minkoff,	 D.,	 Korczykowski,	M.,	

Detre, J., & Gee, J. C. (2010). The optimal template effect in hippo-
campus studies of diseased populations. NeuroImage, 49(3),	 2457–
2466.	https://doi.org/10.1016/j.neuro	image.2009.09.062

Beheshti, I., Maikusa, N., Daneshmand, M., Matsuda, H., Demirel, H., 
& Anbarjafari, G. (2017). Classification of Alzheimer’s Disease and 
prediction of mild cognitive impairment conversion using histo-
gram-based analysis of patient-specific anatomical brain connectiv-
ity networks. Journal of Alzheimer’s Disease, 60(1),	295–304.	https://
doi.org/10.3233/JAD-161080

brainCOLOR. Retrieved from https://www.binar ybott le.com/brain 
color/

Ceyhan, E., Beg, M. F., Ceritõglu, C., Wang, L., Morris, J. C., Csernansky, 
J. G., Miller, M. I., & Ratnanather, J. (2011). Quantization and anal-
ysis of hippocampal morphometric changes due to dementia of 
Alzheimer type using metric distances based on large deforma-
tion diffeomorphic metric mapping. Computerized Medical Imaging 
and Graphics, 35(4),	 275–293.	 https://doi.org/10.1016/j.compm	
edimag.2011.01.005

Chan, D., Fox, N. C., Scahill, R. I., Crum, W. R., Whitwell, J. L., Leschziner, 
G., Rossor, A. M., Stevens, J. M., Cipolotti, L., & Rossor, M. N. 
(2001). Patterns of temporal lobe atrophy in semantic dementia and 
Alzheimer’s disease. Annals of Neurology, 49(4),	433–442.	https://doi.
org/10.1002/ana.92

Farzan, A., Mashohor, S., Ramli, A. R., & Mahmud, R. (2015). Boosting 
diagnosis accuracy of Alzheimer’s disease using high dimensional 
recognition of longitudinal brain atrophy patterns. Behavioural Brain 
Research, 290,	124–130.	https://doi.org/10.1016/j.bbr.2015.04.010

Fischl, B., Salat, D. H., Busa, E., Albert, M., Dieterich, M., Haselgrove, C., 
van	der	Kouwe,	A.,	Killiany,	R.,	Kennedy,	D.,	Klaveness,	S.,	Montillo,	
A., Makris, N., Rosen, B., & Dale, A. M. (2002). Whole brain seg-
mentation: Automated labeling of neuroanatomical structures in 
the human brain. Neuron, 33(3),	341–355.	https://doi.org/10.1016/
S0896 -6273(02)00569 -X

Fischl,	B.,	Salat,	D.	H.,	van	der	Kouwe,	A.	J.	W.,	Makris,	N.,	Segonne,	F.,	
Quinn,	B.	T.,	&	Dale,	A.	M.	(2004).	Sequence-independent	segmen-
tation of magnetic resonance images. NeuroImage, 23(Suppl 1), S69–
S84.	https://doi.org/10.1016/j.neuro	image.2004.07.016

Freeborough, P. A., & Fox, N. C. (1997). The boundary shift integral: An 
accurate and robust measure of cerebral volume changes from reg-
istered repeat MRI. IEEE Transactions on Medical Imaging, 16(5), 623–
629.	https://doi.org/10.1109/42.640753

Gray,	 K.	 R.,	 Aljabar,	 P.,	Heckemann,	 R.	 A.,	Hammers,	 A.,	 Rueckert,	D.,	
& Alzheimer’s Disease Neuroimaging Initiative. (2013). Random 

forest-based similarity measures for multi-modal classification 
of Alzheimer’s disease. NeuroImage, 65, 167–175. https://doi.
org/10.1016/j.neuro image.2012.09.065

Gray,	 K.	 R.,	 Wolz,	 R.,	 Heckemann,	 R.	 A.,	 Aljabar,	 P.,	 Hammers,	 A.,	
Rueckert, D., & Alzheimer’s Disease Neuroimaging Initiative. (2012). 
Multi-region analysis of longitudinal FDG-PET for the classification 
of Alzheimer’s disease. NeuroImage, 60(1), 221–229. https://doi.
org/10.1016/j.neuro image.2011.12.071

Grundman, M., Petersen, R. C., Ferris, S. H., Thomas, R. G., Aisen, P. 
S., Bennett, D. A., Foster, N. L., Jack, C. R., Galasko, D. R., Doody, 
R.,	 Kaye,	 J.,	 Sano,	M.,	Mohs,	 R.,	 Gauthier,	 S.,	 Kim,	 H.	 T.,	 Jin,	 S.,	
Schultz,	 A.	 N.,	 Schafer,	 K.,	 &	Mulnard,	 R.	 …	 Alzheimer’s	Disease	
Cooperative	Study.	(2004).	Mild	cognitive	impairment	can	be	dis-
tinguished from Alzheimer disease and normal aging for clinical 
trials. Archives of Neurology, 61(1), 59–66. https://doi.org/10.1001/
archn eur.61.1.59

Hongzhi, W., Jung, S. W., Sandhitsu, R. D., John, P., Caryne, C., & Paul, 
A. Y. (2013). Multi-atlas segmentation with joint label fusion. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, 35(3), 611–
623.	https://doi.org/10.1109/TPAMI.2012.143

Hua, X., Lee, S., Hibar, D. P., Yanovsky, I., Leow, A. D., Toga, A. W., Jack, 
C.	R.,	Bernstein,	M.	A.,	Reiman,	E.	M.,	Harvey,	D.	J.,	Kornak,	J.,	Schuff,	
N., Alexander, G. E., Weiner, M. W., Thompson, P. M., & Alzheimer’s 
Disease Neuroimaging Initiative. (2010). Mapping Alzheimer’s 
disease progression in 1309 MRI scans: Power estimates for dif-
ferent inter-scan intervals. NeuroImage, 51(1), 63–75. https://doi.
org/10.1016/j.neuro	image.2010.01.104

Leung,	K.	K.,	Clarkson,	M.	J.,	Bartlett,	J.	W.,	Clegg,	S.,	Jack,	C.	R.,	Weiner,	
M. W., Fox, N. C., Ourselin, S., & Alzheimer’s Disease Neuroimaging 
Initiative. (2010). Robust atrophy rate measurement in Alzheimer’s 
disease using multi-site serial MRI: Tissue-specific intensity nor-
malization and parameter selection. NeuroImage, 50(2), 516–523. 
https://doi.org/10.1016/j.neuro image.2009.12.059

Leung,	K.	K.,	Ridgway,	G.	R.,	Ourselin,	S.,	Fox,	N.	C.,	&	Alzheimer’s	Disease	
Neuroimaging Initiative. (2012). Consistent multi-time-point brain at-
rophy estimation from the boundary shift integral. NeuroImage, 59(4),	
3995–4005.	https://doi.org/10.1016/j.neuro	image.2011.10.068

Lillemark, L., Sørensen, L., Pai, A., Dam, E. B., Nielsen, M., & Alzheimer’s 
Disease	Neuroimaging	Initiative.	(2014).	Brain	region’s	relative	prox-
imity as marker for Alzheimer’s disease based on structural MRI. 
BMC Medical Imaging, 14(1),	21.	https://doi.org/10.1186/1471-2342- 
14-21

Maikusa,	N.,	Yamashita,	F.,	Tanaka,	K.,	Abe,	O.,	Kawaguchi,	A.,	Kabasawa,	
H.,	 Chiba,	 S.,	 Kasahara,	 A.,	 Kobayashi,	 N.,	 Yuasa,	 T.,	 Sato,	 N.,	
Matsuda, H., & Iwatsubo, T. (2013). Improved volumetric measure-
ment of brain structure with a distortion correction procedure using 
an ADNI phantom. Medical Physics, 40(6Part1), 062303. https://doi.
org/10.1118/1.4801913

Manuel,	F.	D.,	Eva,	C.,	Senén,	B.,	&	Dinani,	A.	(2014).	Do	we	need	hun-
dreds of classifiers to solve real world classification problems? 
Journal of Machine Learning Research, 15(90), 3133–3181.

Mubeen, A. M., Asaei, A., Bachman, A. H., Sidtis, J. J., & Ardekani, B. A. 
(2017). A six- month longitudinal evaluation significantly improves 
accuracy of predicting incipient Alzheimer’s disease in mild cognitive 
impairment. Journal of Neuroradiology, 44(6), 381–387. https://doi.
org/10.1016/j.neurad.2017.05.008

Mungas,	D.,	Reed,	B.	R.,	Jagust,	W.	J.,	DeCarli,	C.,	Mack,	W.	J.,	Kramer,	J.	
H., Weiner, M. W., Schuff, N., & Chui, H. C. (2002). Volumetric MRI 
predicts rate of cognitive decline related to AD and cerebrovascu-
lar disease. Neurology, 59(6), 867–873. https://doi.org/10.1212/
WNL.59.6.867

Narayana,	P.	A.,	Brey,	W.	W.,	Kulkarni,	M.	V.,	&	Sievenpiper,	C.	L.	(1988).	
Compensation for surface coil sensitivity variation in magnetic res-
onance imaging. Magnetic Resonance Imaging, 6(3),	271–274.	https://
doi.org/10.1016/0730-725X(88)90401	-8

https://publons.com/publon/10.1002/brb3.1869
https://publons.com/publon/10.1002/brb3.1869
https://orcid.org/0000-0003-0943-4684
https://orcid.org/0000-0003-0943-4684
https://doi.org/10.1016/j.neuroimage.2005.02.018
https://doi.org/10.1016/j.neuroimage.2009.09.062
https://doi.org/10.3233/JAD-161080
https://doi.org/10.3233/JAD-161080
https://www.binarybottle.com/braincolor/
https://www.binarybottle.com/braincolor/
https://doi.org/10.1016/j.compmedimag.2011.01.005
https://doi.org/10.1016/j.compmedimag.2011.01.005
https://doi.org/10.1002/ana.92
https://doi.org/10.1002/ana.92
https://doi.org/10.1016/j.bbr.2015.04.010
https://doi.org/10.1016/S0896-6273(02)00569-X
https://doi.org/10.1016/S0896-6273(02)00569-X
https://doi.org/10.1016/j.neuroimage.2004.07.016
https://doi.org/10.1109/42.640753
https://doi.org/10.1016/j.neuroimage.2012.09.065
https://doi.org/10.1016/j.neuroimage.2012.09.065
https://doi.org/10.1016/j.neuroimage.2011.12.071
https://doi.org/10.1016/j.neuroimage.2011.12.071
https://doi.org/10.1001/archneur.61.1.59
https://doi.org/10.1001/archneur.61.1.59
https://doi.org/10.1109/TPAMI.2012.143
https://doi.org/10.1016/j.neuroimage.2010.01.104
https://doi.org/10.1016/j.neuroimage.2010.01.104
https://doi.org/10.1016/j.neuroimage.2009.12.059
https://doi.org/10.1016/j.neuroimage.2011.10.068
https://doi.org/10.1186/1471-2342-14-21
https://doi.org/10.1186/1471-2342-14-21
https://doi.org/10.1118/1.4801913
https://doi.org/10.1118/1.4801913
https://doi.org/10.1016/j.neurad.2017.05.008
https://doi.org/10.1016/j.neurad.2017.05.008
https://doi.org/10.1212/WNL.59.6.867
https://doi.org/10.1212/WNL.59.6.867
https://doi.org/10.1016/0730-725X(88)90401-8
https://doi.org/10.1016/0730-725X(88)90401-8


     |  11 of 11MAIKUSA et Al.

National Bioscience Database Center. Retrieved from http://human dbs.
biosc	ience	dbc.jp/en/hum00	43-v1

Neuromorphometrics. Retrieved from http://www.neuro morph ometr 
ics.com

Papakostas,	G.,	Savio,	A.,	Graña,	M.,	&	Kaburlasos,	V.	 (2015).	A	 lattice	
computing approach to Alzheimer’s disease computer assisted diag-
nosis based on MRI data. Neurocomputing, 150,	37–42.	https://doi.
org/10.1016/J.NEUCOM.2014.02.076.

Reuter, M., Schmansky, N. J., Rosas, H. D., & Fischl, B. (2012). Within-
subject template estimation for unbiased longitudinal image analy-
sis. NeuroImage, 61(4),	 1402–1418.	 https://doi.org/10.1016/j.neuro	
image.2012.02.084.

scikit-learn. Retrieved from https://github.com/sciki t-learn/ sciki t-learn.
Sled, J., Zijdenbos, A., & Evans, A. (1998). A nonparametric method 

for automatic correction of intensity nonuniformity in MRI data. 
IEEE Transactions on Medical Imaging, 17(1), 87–97. https://doi.
org/10.1109/42.668698

Smith, S. M., Zhang, Y., Jenkinson, M., Chen, J., Matthews, P. M., Federico, 
A., & De Stefano, N. (2002). Accurate, robust, and automated longi-
tudinal and cross-sectional brain change analysis. NeuroImage, 17(1), 
479–489.	https://doi.org/10.1006/nimg.2002.1040

Tang, X., Holland, D., Dale, A. M., Younes, L., Miller, M. I., & Alzheimer’s 
Disease Neuroimaging Initiative. (2015). The diffeomorphometry 
of regional shape change rates and its relevance to cognitive de-
terioration in mild cognitive impairment and Alzheimer’s disease. 
Human Brain Mapping, 36(6), 2093–2117. https://doi.org/10.1002/
hbm.22758.

Thompson,	P.	M.,	Hayashi,	K.	M.,	de	Zubicaray,	G.,	Janke,	A.	L.,	Rose,	S.	
E., Semple, J., Herman, D., Hong, M. S., Dittmer, S. S., Doddrell, D. M., 
& Toga, A. W. (2003). Dynamics of gray matter loss in Alzheimer’s 
disease. The Journal of Neuroscience: The Official Journal of the Society 
for Neuroscience, 23(3),	 994–1005.	 https://doi.org/10.1523/JNEUR	
OSCI.23-03-00994.2003

Westman, E., Muehlboeck, J. S., & Simmons, A. (2012). Combining MRI 
and CSF measures for classification of Alzheimer’s disease and pre-
diction of mild cognitive impairment conversion. NeuroImage, 62(1), 
229–238.	https://doi.org/10.1016/j.neuro	image.2012.04.056

Zhang, D., & Shen, D. (2012). Multi-modal multi-task learning for joint 
prediction of multiple regression and classification variables in 
Alzheimer’s disease. NeuroImage, 59(2), 895–907. https://doi.
org/10.1016/j.neuro image.2011.09.069

How to cite this article: Maikusa N, Fukami T, Matsuda H; the 
Japanese Alzheimer’s Disease Neuroimaging Initiative 
(J-ADNI). Longitudinal analysis of brain structure using 
existence probability. Brain Behav 2020;10:e01869. https://doi.
org/10.1002/brb3.1869

http://humandbs.biosciencedbc.jp/en/hum0043-v1
http://humandbs.biosciencedbc.jp/en/hum0043-v1
http://www.neuromorphometrics.com
http://www.neuromorphometrics.com
https://doi.org/10.1016/J.NEUCOM.2014.02.076
https://doi.org/10.1016/J.NEUCOM.2014.02.076
https://doi.org/10.1016/j.neuroimage.2012.02.084
https://doi.org/10.1016/j.neuroimage.2012.02.084
https://github.com/scikit-learn/scikit-learn
https://doi.org/10.1109/42.668698
https://doi.org/10.1109/42.668698
https://doi.org/10.1006/nimg.2002.1040
https://doi.org/10.1002/hbm.22758
https://doi.org/10.1002/hbm.22758
https://doi.org/10.1523/JNEUROSCI.23-03-00994.2003
https://doi.org/10.1523/JNEUROSCI.23-03-00994.2003
https://doi.org/10.1016/j.neuroimage.2012.04.056
https://doi.org/10.1016/j.neuroimage.2011.09.069
https://doi.org/10.1016/j.neuroimage.2011.09.069
https://doi.org/10.1002/brb3.1869
https://doi.org/10.1002/brb3.1869

