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Abstract
The rapid growth of hybrid renewable Distributed Energy Resources (DERs) generation pos-

sess various challenges with inaccurate forecast models in stochastic power systems. The

prime objective of this research is to maximum utilization of scheduled power from hybrid

renewable based DERs to maintain the load-demand profile with reduce distributed grid bur-

den. The proposed mixed input-based cascaded artificial neural network (CANNMF ) is realized

for the prediction of a short-term based hourly solar irradiance and wind speed. The testing

approach is performed through a historical hourly dataset of the proposed site. Further, the

normalized data sets are divided into hourly-based samples for validating the load demand

power with respect to the variation in metrological data. In this paper, Adaptive Neuro-

Fuzzy Inference System (ANFIS) model is simulated for short-term power demand prediction.

This adaptive methodology is an effective approach for load-demand management which is

based on cross-entropy. It also confirmed that during testing, the forecasting mean error

and cross-entropy are less than 5% under a specific time slap of an individual day. The regres-

sion analysis is performed through the time series fitting simulation tool at different time hor-

izons. The performance evaluation of the designed model is compared with the multi-layer

perceptron model. Simulation results display the proposed mixed input-based cascaded sys-

tem has enhanced accuracy and optimal performance than the multi-output correlated per-

ceptron model.
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Introduction

Today’s load-demand imbalance issues are being concerned due to the uncertainty and
intermittent nature of distributed energy resources (DERs).1 To accomplish the global
energy demand, there is a necessity for conventional and non-conventional resources
to be estimated in a more efficient manner using intelligent techniques for maintaining
the load-demand profile.2 Previously, most of the forecasting techniques are primarily
based on econometric generation forecasts for load flow estimation analysis. In the
early 20’s century, conventional techniques were used such as data mining analysis,
which was very difficult for load-demand prediction in complex power systems. In the
last two decades, intelligent-based load demand estimation has been a significant field
to permit power generation planning and power demand control in an efficient
manner.3 To increase the accuracy of the power generation prediction model, designed
a correlation between the training data and the desired forecast output through a deep
learning algorithm, and further through validation of real-time data set.4

In recent times the major concern has emerged for the development of smart energy
systems like dynamic energy devices, multi microgrids, and nonlinear based loads in
restructured power systems.5 Later, the forecasting techniques mostly comprise deep
learning analysis, evolutionary techniques, computational intelligence, etc. These techno-
logical advancements enhance the prediction of electric demand at regular intervals to
ensure a better power system’s reliability. Apart from renewable energy resources fore-
casting, also huge attention towards intelligent based forecast because of unpredictable
variation in several environmental parameters like solar irradiance, ambient temperature,
wind flow direction, etc.6 Mostly, real-time energy management systems have non-linear
dynamic systems, so real-time energy demand management is a complex task. The real-
time forecasting of renewable resources inherently controls the power demands, which is
varying with respect to time seasonal variation, and environmental factors. Various
methods have been suggested in,7 for real-time demand management which is divided
into two major categories. Such categories are non-parametric and model-based
methods, respectively. The non-parametric method is more economical than the model-
based method.8 Generally, intelligent-based methods have been employed to forecast
generation as well as for power demand control. Thus, real-time monitoring can be imple-
mented for an independent system operator (ISO).9 ANN-based time-series forecast
model has less accuracy, but it provides predictable consequences from seconds to a
couple of hours, also it is found that the time series technique is capable of monthly
solar irradiance and wind speed forecast

The forecasting models are designed for single or multiples transactions, these models
have specific applications based on forecast horizons such as ultra/very short-term load
forecast (U/VSTLF). The prediction of various parameters such as short-term load
profile, peak load, contingency during transients, etc. using the U/VSTLF approach.10
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The classification of various forecasting techniques is shown in Figure 1, short-term load
forecast (STLF) technique uses for short-term weather parameters such as ambient tem-
perature, wind speed, humidity, solar irradiance, etc. Further approaches were based on
the auto-regressive integrated average model such as the support vector machine (SVM)
model offers the forecast of short-term solar irradiance using practically measurement of
short-term recorded data.11 The medium-term load forecast (MTLF) prediction model is
implemented for optimization and economic dispatch model12 and the long-term load
forecast (LTLF) model for the power scheduling management, real-time demand moni-
toring, estimation of available power transfer capabilities, etc. Table 1 is depicting the
overview of the literature review in order to precise comparative analysis with various
features of existing forecasting approaches and advanced techniques.

From Table 1, the performance of forecasting techniques can be evaluated for optimal
DERs prediction for different time horizons. Also, comparative results of different time
horizon metrics obtained the fitting algorithms such as linear regression during the next
hour forecasting accuracy. In this paper, these results are compared and verified with the
multi-layer perceptron (MLP) based short-term forecasting method. A recent study37 has
shown that intelligent-based forecasting of hybrid renewable energy resources for the pre-
diction of dynamic energy generation. Short-term prediction of daily energy generation
profile provides more accurate prediction based on predicted DERs value to ensure the
real-time demand control.38 In this paper, the main contribution is to design a high-
accuracy framework based on the STLF for real-time electrical demand estimation and
then validated the real-time data for the enhancement of the proposed intelligent frame-
work. Further studies have shown in,39 that the real-time hourly based STLF model is

Figure 1. Classification of various forecasting models based on the type of time horizon with

their learning capabilities.

Amir et al. 3



T
ab

le
1.

L
it
e
ra
tu
re

re
vi
e
w

o
f
e
x
is
ti
n
g
fo
re
ca
st
in
g
ap
p
ro
ac
h
e
s
w
it
h
ad
va
n
ce
d
te
ch
n
iq
u
e
s.

F
o
re
ca
st
in
g

Te
ch
n
iq
u
e
s

M
e
th
o
d
s

L
im
it
e
d
ti
m
e
sc
al
e

V
ar
y-
sh
o
rt
-t
e
rm

(V
ST

),
Sh
o
rt
-t
e
rm

(S
T
),

M
e
d
iu
m
-t
e
rm

(M
T
),

L
o
n
g-
te
rm

(L
T
)

K
e
y
fi
n
d
in
gs
/
O
u
tc
o
m
e
s

F
e
at
u
re

ap
p
lic
at
io
n
s

R
e
fe
re
n
ce
s

P
h
ys
ic
al

fo
re
ca
st
in
g

te
ch
n
iq
u
e
s1

3
,1
4

Si
n
gl
e
m
o
d
e
l

ST
,
M
T

Si
n
gl
e
m
o
d
e
l-
b
as
e
d

lo
ad
-d
e
m
an
d
e
st
im
at
io
n

B
e
tt
e
r
p
h
ys
ic
al
m
o
d
e
ls

fo
r
D
E
R
s
e
st
im
at
io
n

an
d
lo
ad

d
e
m
an
d

m
an
ag
e
m
e
n
t
m
o
d
e
l

1
5

N
u
m
e
ri
ca
l
w
e
at
h
e
r

p
re
d
ic
ti
o
n
(N

W
P
)

ST
N
W

P
-b
as
e
d
sh
o
rt
-t
e
rm

w
in
d

e
n
e
rg
y
p
re
d
ic
ti
o
n

H
ig
h
o
p
e
ra
ti
o
n
al
co
st

1
6

P
e
rs
is
te
n
ce

d
o
m
ai
n

m
o
d
e
l

V
ST

A
p
e
rs
is
te
n
ce

d
o
m
ai
n
-b
as
e
d

sc
h
e
m
e
fo
r
G
H
I
p
re
d
ic
ti
o
n

o
n
an

h
o
u
rl
y
b
as
is

F
e
as
ib
ili
ty

an
al
ys
is
fo
r

ac
cu
ra
te

G
H
I

p
re
d
ic
ti
o
n

1
7

K
al
m
an

fi
lt
e
ri
n
g

ST
,
M
T

Fo
re
ca
st
o
f
w
in
d
sp
e
e
d
fo
r

h
yb
ri
d
p
o
w
e
r
ge
n
e
ra
ti
o
n

u
si
n
g
K
al
m
an

fi
lt
e
ri
n
g

F
o
re
ca
st
e
d
h
yb
ri
d
p
o
w
e
r

ge
n
e
ra
ti
o
n
fo
r

lo
ad
-d
e
m
an
d
p
la
n
n
in
g

1
8

M
ax
im
u
m

lik
e
lih
o
o
d

e
st
im
at
io
n

M
T
,
LT

So
la
r
ir
ra
d
ia
ti
o
n
e
st
im
at
io
n

u
si
n
g
sa
te
lli
te
-d
e
ri
ve
d
d
at
a

T
h
e
e
ffi
ci
e
n
t
o
u
tp
u
t

p
o
w
e
r
o
f
a
P
V
sy
st
e
m

an
d
u
n
it
co
m
m
it
m
e
n
t

1
9

St
at
is
ti
ca
l

fo
re
ca
st
in
g

te
ch
n
iq
u
e
s2

0

T
im
e
se
ri
e
s-
b
as
e
d
au
to

re
gr
e
ss
iv
e
(A
R
)

m
e
th
o
d

ST
,
M
T
,
LT

A
n
au
to
re
gr
e
ss
iv
e
sc
h
e
m
e
fo
r

sp
at
ia
l-
te
m
p
o
ra
l
w
in
d

e
n
e
rg
y
p
re
d
ic
ti
o
n

E
ff
e
ct
iv
e
au
to
re
gr
e
ss
iv
e

re
gr
e
ss
io
n
sc
h
e
m
e
fo
r

L
o
ad
-d
e
m
an
d

2
1

B
ay
e
si
an

ap
p
ro
ac
h

ST
A
B
ay
e
si
an

ap
p
ro
ac
h
fo
r

sh
o
rt
-t
e
rm

-b
as
e
d
P
V

e
n
e
rg
y
p
re
d
ic
ti
o
n

sh
o
rt

te
rm

-b
as
e
d
P
V

e
n
e
rg
y
p
re
d
ic
ti
o
n
u
si
n
g

o
n
lin
e
/o
ffl
in
e
d
e
ci
si
o
n
s

2
2

A
R
IM

A
ST

A
R
IM

A
o
ve
rc
o
m
e
th
e

lim
it
at
io
n
o
f
th
e
ti
m
e
se
ri
e
s

m
e
th
o
d
fo
r
w
in
d
sp
e
e
d

F
e
as
ib
le
fo
r
lo
n
g-
te
rm

w
in
d
sp
e
e
d
p
re
d
ic
ti
o
n

2
3 (C
on
tin
ue
d)

4 Science Progress 105(4)



T
ab

le
1.

(c
o
n
ti
n
u
e
d
)

F
o
re
ca
st
in
g

Te
ch
n
iq
u
e
s

M
e
th
o
d
s

L
im
it
e
d
ti
m
e
sc
al
e

V
ar
y-
sh
o
rt
-t
e
rm

(V
ST

),
Sh
o
rt
-t
e
rm

(S
T
),

M
e
d
iu
m
-t
e
rm

(M
T
),

L
o
n
g-
te
rm

(L
T
)

K
e
y
fi
n
d
in
gs
/
O
u
tc
o
m
e
s

F
e
at
u
re

ap
p
lic
at
io
n
s

R
e
fe
re
n
ce
s

p
re
d
ic
ti
o
n
o
n
th
e
d
ay

ah
e
ad

b
as
is

A
R
M
A

LT
A
n
al
ys
is
o
f
A
R
M
A
m
o
d
e
l
fo
r

th
e
m
e
an

w
in
d
sp
e
e
d

T
h
e
re
gr
e
ss
iv
e
m
e
an

o
f

D
E
R
s

2
4

D
is
tr
ib
u
ti
o
n
fu
n
ct
io
n

m
o
d
e
l

ST
,
M
T

Si
m
u
la
te
d
st
at
is
ti
ca
l

d
is
tr
ib
u
ti
o
n
s
fu
n
ct
io
n
s
fo
r

p
o
w
e
r
d
e
m
an
d
p
re
d
ic
ti
o
n

L
o
ad

re
as
o
n
ab
le

d
e
ci
si
o
n
s
in

th
e

e
le
ct
ri
ci
ty

m
ar
ke
t

2
5

Sp
at
ia
l
co
rr
e
la
ti
o
n

te
ch
n
iq
u
e
s2

6
C
o
n
vo
lu
ti
o
n
n
e
u
ra
l

n
e
tw

o
rk

an
d
H
e
u
ri
st
ic

m
e
th
o
d

ST
,
M
T

A
h
e
u
ri
st
ic
ap
p
ro
ac
h
b
as
e
d
o
n

e
st
im
at
in
g
th
e
h
yb
ri
d

e
n
e
rg
y
re
so
u
rc
e
s

A
ct
iv
e
se
cu
re

sy
st
e
m

fo
r

e
st
im
at
in
g
th
e
h
yb
ri
d

re
n
e
w
ab
le
e
n
e
rg
y

re
so
u
rc
e
s

2
7

C
o
n
d
it
io
n
al
ke
rn
e
l

d
e
n
si
ty

e
st
im
at
io
n

(C
K
D
E
)

M
T
,
LT

Im
p
ro
ve
d
C
K
D
E
u
ti
liz
e
an

au
to
co
rr
e
la
ti
o
n
ap
p
ro
ac
h

fo
r
h
yb
ri
d
re
n
e
w
ab
le

re
so
u
rc
e
fo
re
ca
st

O
p
ti
m
al
e
co
n
o
m
ic

lo
ad
-d
e
m
an
d
d
is
p
at
ch

sc
h
e
d
u
lin
g

2
8

G
ra
y
fo
re
ca
st

ap
p
ro
ac
h

V
ST
,
ST
,
M
T

E
st
im
at
io
n
o
f
fu
tu
re

e
le
ct
ri
ci
ty

co
n
su
m
p
ti
o
n

u
si
n
g
th
e
gr
ey

fo
re
ca
st

ap
p
ro
ac
h

R
e
gu
la
ti
o
n
o
f
D
E
R
s
fo
r

re
al
-t
im
e
e
ff
e
ct
iv
e
gr
id

o
p
e
ra
ti
o
n
s

2
9

E
m
p
ir
ic
al
d
e
co
m
p
o
si
ti
o
n

m
o
d
e
l

M
T
,
LT

P
e
rf
o
rm

an
ce

as
se
ss
m
e
n
t
o
f

e
m
p
ir
ic
al
d
e
co
m
p
o
si
ti
o
n

m
o
d
e
l
fo
r
lo
ad

d
e
m
an
d

p
re
d
ic
ti
o
n
o
ve
r
ti
m
e
se
ri
e
s

ap
p
ro
ac
h

D
e
co
m
p
o
si
ti
o
n
m
o
d
e
l

fo
r
lo
ad
-d
e
m
an
d

p
re
d
ic
ti
o
n
fo
r
h
ig
h
e
r

ti
m
e
sl
ap

3
0 (C
on
tin
ue
d)

Amir et al. 5



T
ab

le
1.

(c
o
n
ti
n
u
e
d
)

F
o
re
ca
st
in
g

Te
ch
n
iq
u
e
s

M
e
th
o
d
s

L
im
it
e
d
ti
m
e
sc
al
e

V
ar
y-
sh
o
rt
-t
e
rm

(V
ST

),
Sh
o
rt
-t
e
rm

(S
T
),

M
e
d
iu
m
-t
e
rm

(M
T
),

L
o
n
g-
te
rm

(L
T
)

K
e
y
fi
n
d
in
gs
/
O
u
tc
o
m
e
s

F
e
at
u
re

ap
p
lic
at
io
n
s

R
e
fe
re
n
ce
s

O
p
ti
m
iz
at
io
n
an
d

In
te
lli
ge
n
ce

te
ch
n
iq
u
e
s3

1
,3
2

M
u
lt
i-
o
b
je
ct
iv
e
-b
as
e
d

o
p
ti
m
iz
at
io
n
(M

O
B
O
)

LT
E
n
h
an
ce
d
M
O
B
O

ap
p
ro
ac
h

fo
r
th
e
re
n
e
w
ab
le
-b
as
e
d

ge
n
e
ra
ti
o
n
an
d
lo
ad

e
st
im
at
io
n

M
o
d
ifi
e
d
M
O
B
O

fo
r

e
n
e
rg
y
m
ar
ke
t
cl
e
ar
in
g

an
d
o
p
e
ra
ti
o
n
al
co
st

m
an
ag
e
m
e
n
t

3
3

H
yb
ri
d
in
te
lli
ge
n
ce

m
o
d
e
l

ST
,
M
T

A
n
e
u
ro
-f
u
zz
y-
b
as
e
d
m
o
d
e
l

fo
r
P
V
fo
re
ca
st
in
g
in

a
sm

ar
t
gr
id

E
ff
e
ct
iv
e
fo
r
sh
o
rt
-t
e
rm

p
o
w
e
r
d
e
m
an
d

p
re
d
ic
ti
o
n
w
it
h
a

h
ig
h
e
r
le
ar
n
in
g
ra
te

3
4

Su
p
p
o
rt

ve
ct
o
r
m
ac
h
in
e

(S
V
M
)

V
ST

W
in
d
sp
e
e
d
e
st
im
at
io
n
u
si
n
g

SV
M

m
o
d
e
l
w
it
h
m
o
d
ifi
e
d

ke
rn
e
l
fu
n
ct
io
n
s

L
o
n
g-
te
rm

w
in
d

p
re
d
ic
ti
o
n
w
it
h
an

e
n
h
an
ce
d
re
gi
o
n
o
f

co
n
ve
rg
e
n
ce

(R
O
C
)

p
lo
t

3
5

E
vo
lu
ti
o
n
ar
y

o
p
ti
m
iz
at
io
n

al
go
ri
th
m
s

ST
Sh
o
rt
-t
e
rm

ir
ra
d
ia
n
ce

p
re
d
ic
ti
o
n
u
si
n
g

ev
o
lu
ti
o
n
ar
y
o
p
ti
m
iz
at
io
n

al
go
ri
th
m
s

Su
it
ab
le
fo
r
V
ST

ir
ra
d
ia
n
ce

p
re
d
ic
ti
o
n

u
si
n
g
a
d
if
fe
re
n
ti
al

e
vo
lu
ti
o
n
ar
y
te
ch
n
iq
u
e

fo
r
n
o
n
lin
e
ar

fi
tt
in
g

3
6

6 Science Progress 105(4)



effectively employed in 20 zonal areas in the USA. The intelligent-based short-term fore-
cast approach rapidly increasing in industries as well as the electrical power market
because of the high system reliability and accuracy. The key contributions of the
intelligent-based hybrid renewable resources forecasting, and real-time power demand
management system are as follows:

• Design the multi-input layer based CANNMF model for hourly ahead solar irradi-
ance and wind speed values. To get better testing accuracy on weekly basis, the
system further utilizes the real-time data set to forecast short-term demand
power on Mahidad (Gujrat state) India site.

• To demonstrate an ANFIS-based model having better learning capability for the
development of a real-time load power management system.

• The advantages of the proposed methodology are described in the optimal power
scheduling framework and developed for the centralized optimal real-time load-
demand management system.

The rest of this manuscript is organized as follows. Section II discusses the modelling of
the mixed input-based ANN model, ANFIS, and the proposed framework for a real-time
power demand management system. In Section III, data collection and normalization in
order to train the real-time short-term forecasting system. Section IV demonstrates the
simulation results of the ANN-based technique for the proposed site (Mahidad, Gujrat,
India). In the last Section V, comparative performance analysis and error evaluation
during testing as well as validation period. Section VI is concluding with key findings
as well as the future scope of the proposed forecasting system.

Forecasting models and power demand management system

In the modern stochastic power system, forecasts of DERs are an indispensable tool for
increasing system reliability and real-time power demand planning and control. As the
power system networks grow larger, consequently the uncertainty of various loads also
increases which directly changes the total load-demand profile drastically. As a result,
it began to be extremely hard to forecast the unpredictable load-generation management.
The forecasting of solar irradiance and wind speed is vital for the effective usage of
hybrid renewable energy resources. Nowadays, the exponential rise of smart energy
systems, which are intelligent based control frameworks such as smart scheduling of dis-
tributed energy resources (DERs),40 stochastic electrified transportation,41 smart energy
distribution systems, etc.42 This research explained the computational intelligence-based
forecasting opportunities for the development of resilient energy systems. In the present
scenario, artificial intelligence-based microgrid development is an emerging model.43

Also, the ANFIS technique is employed for real-time short-term forecasting, in which
the training is based on ambient temperature data and variations in dynamic load.44

The designed hybrid ANN model has better efficiency with a correlation coefficient of
around 97 percent for short-term forecasting based on daily data, but that forecast
model was too complex. Later on, several researchers demonstrated a comprehensive
case study for the short-term solar power prediction and DERs generation control

Amir et al. 7



strategies based on a variation of several inputs parameters such as irradiance, aerosol
content, humidity, temperature, etc.45 Further evolution of intelligent scheduling techni-
ques directly helped to balance power requirements with a more intelligent electrical
power grid.32 Still, the major challenge is the dynamic stability of the power grid due
to uncertainties in renewable energy resources which are directly associated with
several environmental changes and load variation. Unexpected variation in load-demand
profile causes various power quality issues and power system stability degradation.46

Thus, the future growth of the energy sector directly depends on effective and reliable
forecasting operations for power generation entities as well as end-user customers.

In this paper, the main attention towards the restructuring of generation electricity
companies (GENCOs) to develop the intelligent based DERs scheduling and further
order to provide real-time information for generation side management as well as end cus-
tomers. In47 research has described the intelligence-based approach to mitigate real-time
energy management issues for the development of optimal energy scheduling. On the
other hand, several research works were carried out in order to describe the problem asso-
ciated with the inaccuracy of forecasting techniques as well as load-demand balance. The
annual energy outlook report (2021) has demonstrated the feasibility analysis of
intelligent-based long-term forecasts.48 The report shows the projections of electric
power consumption to 2050 for G-7 countries (USA, UK, Japan, France, Canada, and
other countries).49 In,50 presented the improved feed forward-based ANN architecture
and design of their training algorithms. The testing result shows that the LM model
accomplished a better prediction with minimum mean error. Therefore, the main
reason behind his research is using the cascaded-based neural network technique
because that system gets better learning capability to adjustable weight function during
the training and validation dataset. To maintain the load demand continuously for a spe-
cific region, short-term forecasting using the ANFIS model with the uncertainty of several
metrological parameters. Research in,51 demonstrated that the ANFIS technique has a
better capability of electricity forecast demand than the conventional autoregression tech-
nique. Further in,52 research presented for real-time study of ANFIS-based load predic-
tion using constant output function by utilizing comparative analysis of hybrid and
cross-entropy techniques. Later in,53 a case study of a large number of physical variables
is fed into a hybrid neuro-fuzzy system and training was performed based on 23 years of
previous data (1980–2003). Further, the validation phase was taken for the year of three-
year data (2004–07). The major drawback of this forecasted system is that there was a
very large number of training as well as long-term testing data required. The neuro-fuzzy
model constraints are too complex, and the system may lead to inaccuracy. Recent
research,54,55 demonstrated the evaluation of deep learning in forecasting the wind
speed for 30 min time resolution for London (UK), and Shiraz (Iran) case studies. The
system validated the data set and achieved less accuracy than hybrid deep learning tech-
niques in mean error results. Based on the outcome of these problems formulation, this
paper implements the training data set of the solar irradiance/wind speed and further uti-
lizes these energy resources in the power scheduling.

The forecasting of short-term renewable energy resources plays a vital role in the real-
time DERs monitor for reliable and cost-effective microgrid operation. Intelligent-based
real-time forecasting is a significant tool for daily peak load monitoring systems using
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short-term power demand prediction with time-varying from a minute to several hours.56

This proposed system is suitable for hybrid (solar and wind) renewable energy-based
micro-grid development, which comprehends the use of cascaded based short-term fore-
cast of generation parameters and for the power-demand control using analysis of ANFIS
technique. Alternatively, the wavelet neural network technique (WNN) can be implemen-
ted with either LM or GMmodels. But the outstrip of the WNNmodel needs modification
for solar irradiance as well as wind speed forecasting. Therefore, the main reason behind
utilizing the proposed cascaded technique is that it has a better and more flexible learning
capability to adjustment in weight functions. However, the cascaded forward neural
network architecture has dynamic flexibility during the training and validation
period.57 The efficiency analysis of both ANN and ANFIS models provides real-time
demand distribution generation prediction for the generation. In the distribution gen-
eration site, a set of training data feed to the forecasted system. This data set is
obtained from the testing site, which is based on several weather conditions and var-
iations in environmental factors. The consideration of various environmental factors
is very effective for accurate and long-term forecasting over a month as well as the
prediction of a specific day.

Mixed input-based cascaded ANN network

In this section, a multiple-layer ANN is implemented based on supervised learning
because it has the potential to characterize entire input data for forecasted data sets
with output relationships. Also, if a large number of neurons is assigned in the
hidden layer, then there will be a chance of a finite number of discontinuities.
Generally, based on the learning horizon there are two types of ANN network flow
i.e., feedforward or backward. A generalized and effective feedforward-based ANN
is implemented with 2 hidden layers and each layer associating 10 hidden neurons
to efficiently handle the correlated relationship between solar irradiance as well as
other environmental variables such as ambient temperature, wind direction, pressure,
humidity factor, cloud type, etc. Thus, the number of hidden layers, as well as
neurons, were chosen by the trial-and-error evaluation approach to be tested. In
this comprehensive study, the ANN with 2 hidden layers and each one having 10
hidden as the main structure of the existing MLP network with the initial layer esti-
mator of the mixed input-based cascades artificial neural network (CANNMF )
network. The CANNMF model provides better results than the ARMA model for a
forecasting horizon of short-term hourly ahead of time.58 The CANNMF is employed
for the forecasting of DERs in a short-term period of a complex system in order to get
a suitable degree of accurateness with consideration of multiple environmental
factors. When the normalized renewable resources data set is applied to the DERs
forecast model. Here, the performance of the intelligent forecast model must be
improved when compared with other forecast models during different environmental
conditions. The CANNMF based technique is implemented to relate the optimal selec-
tion of suitable forecast parameters. The succeeding step is designed to get a suitable
ANN-based training algorithm. Moreover, the back-propagation algorithm is usually
employed for short-term forecasting.
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In Figure 2, the generalized inputs are fed through a certain weight limit in ANN archi-
tecture. The first layer signifies as (x1, x2 . . . , xn) of the input layer. In this layer, input
variables are fed to the ANN network with appropriate weighted functions
(w11, w12 . . . , wij). As per the differentiation condition of the respective activation
value, every neuron has an individual activation function (f ). These input weighted vari-
ables are exceedingly interrelated to the targeted output. The next layer signifies a hidden
layer, and the last layer is the output layer which gives the desired output (Y). Before
starting the training procedure, the raw data set is classified for training, validation,
and testing purpose to obtain the output signals under various meteorological scenarios
using the normalized data set. Once the data is classified, then the hidden layers are
selected as per the regression plot. Before starting the training procedure, the raw data
set are classified for training (70%), validation (15%), and testing (15%) purpose to
obtain the output signals under various meteorological scenarios using the normalized
data set. Once the data is classified, then the hidden layers are selected as per the regres-
sion plot. Once the ANN network is trained, then the wij and wb values are regulated by
changing the conjugate of the gradient algorithm. The Levenberg-Marquardt (LM) is the
most popular training algorithm, which is the combination of the gauss-newton and stee-
pest descent technique.

Xk+1 = Xk − JT .e

[JT .J + d.I]
(1)

From Eq. 1, X is a training weight, d is the damping factor, J is a Jacobian, I is an
identity matrix respectively of the 1st order derivatives of the ANN network errors.

Figure 2. Architecture of feedforward ANN network with 2 hidden layers.
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The weights (wnn) with biases (wbias) is associating and the vector of processing errors is
denoted by e. Therefore, if d is zero, then LM changes to Newton’s method. While, if d is
a higher value, then the LM changes to the gradient descent (GD) with a lessor step size.
Therefore, the LM has a higher processing speed than the Gauss-Newton-based method.
On the other hand, stability enhancement is achieved in the steepest descent method.
Hence, here the LM-based backpropagation function algorithm is employed. During val-
idation, if the error is not varying that means there is no variation occurring in the mean
square error (em), in each instance. The overall performance of CANNMF the system is
based on the comparative analysis of estimating error for the change in input variable
shown in Eq. 2. In this study, all the errors are calculated in percentages for the forecast-
ing of solar irradiance and wind speed on the proposed site.

|ep| = |ym| − |̂ym| (2)

Here, ym is the measured DERs values and ŷm is the forecasted value for the step point
(P), while Q is the total step point. The mean absolute percentage error (ea) is repre-
sented in Eq. 3.

ea = 1
Q
.
∑Q
p=1

|ep| × 100% (3)

er =
����������������������
1
Q
.
∑Q
p=1

|ep|2 × 100%

√√√√ (4)

Mathematical evaluation of root means square error (er) is shown in Eq. 4. For short-term
forecasting analysis, regression is a significant tool, which specifies the rate of change in
predicted Pab variables with respect to trained reference variables Tab. The correlation
represents the relation between more than one variable, which is correlated with
another variable. Mathematically, the calculation of the correlation coefficient is as
follows in Eq. 5.

Ccoef =
����������
Pab × Tab

√
(5)

This proposed neural network-based approach has two stages: The first stage is the train-
ing stage, in which six months data set is taken as input to CANNMF, which has further
utilized a multi-layer feed-forward algorithm. Where data set of points (x = ai, bi) as pre-
sented by m and initial guess (λ) for curve fitting model f (a, λ) during DERs training
referred to in Eq. 6.

S(Vi) =
∑m
i

[bi − f (a, λ)]2 (6)

And the second stage is data normalization so that raw data must be normalized and
further feed as an input to the CANNMF for training and testing.
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ANFIS based power-demand cross-entropy model

The ANFIS has utilized the various features of a hybrid neuro-fuzzy-based FIS system
that comprises the parallel computation of ANN with their controlled learning capabil-
ities. In,59 the ANFIS model is effectively utilized for short-term load demand forecasting
under various factors that affect the generation in grid-connected systems. These factors
are based on time and random effects, respectively. Thus, the cumulative load-demand
characteristics are dynamic varying in nature.

The ANFIS model signifies the probabilistic-based approach which is employed for
the prediction of various uncertain variables that comprises the overall system’s perform-
ance.60 Here, Sugeno is considered for Fuzzy Inference Systems (FIS), which has the cap-
ability to recognize the various non-linear system response characteristics. From Figure 3,
the adaptive node output of the first layer (fuzzification layer) depends on several evalu-
ation parameters such as Ai, Bi and Ci are shown as follows in Eq. 7.

O1
i = μ.Ai(x) = 1

1

1+ x− Ci

Ai

[ ]
⎡⎢⎢⎣

⎤⎥⎥⎦
2 (7)

where, i = 1, 2 . . . n and (0 < (μ.Ai(x) < 1 for Gaussian curve). In the second layer, the
adaptive node output is generalized by the multiplication of coming signals as referred to
in Eq. 8.

O2
i = μ.Ai(x) × μ.Bi(y) (8)

Figure 3. Proposed ANFIS architecture.
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The third layer is associated with a normalized value (N) during execution. So, the
output of the individual node is expressed in Eq. 9.

�W = Wi

W1 +W2
(9)

The next layer is the defuzzification layer, where every node is treated as a square node.
Mathematically, the defuzzification layer is represented by Eq. 10.

O4
i =

Wi

W1 +W2

( )
× fi (10)

Finally, the last layer is the summing node, which is the addition of all incoming signals
and further proceeding to get desired output. In Eq. 11, n is the number of neurons in layer
4.

O5
i = Σi �Wi.fi =

∑n
i=1 Wi.fi∑n
i=1 Wi

(11)

Moreover, the triangular membership functions (MFs) are selected because of their
minimal execution time for a real-time load-demand management system.61 From the
perceptive of MFs response analysis, the computational capability is essential to check
the learning phenomena. Therefore, the same MFs are chosen for demand-side manage-

ment using ΔPdemand,
d(ΔPgen)

dt and FIS output segment. If the variation of scaling factors
gets influenced by adaptive learning capability then there must be adjustment in the struc-
tures of MFs is required.62

Objective functions and system constraints. Due to changes in the metrological dataset, the
adaptive system is providing the distinct capability to influence the execution of MFs for
fuzzy controllers. As a result, the proposed FIS system is employed for enhancing the
standard rules base. So that the control of real-time load-demand variations is achieved
to increase the designed system performance. But the real-time data set are fluctuating
regularly, which is further changed into the two additional parameters (peak power
demand and available generation). In Table 2, the adjustment in rules bases is classified
into the five sets (0–4) using the assumptions of generalized rule. Minimizing the
Puncontrolled is subjected to in Eq. 12.

Pmin
load ≤ Pload ≤ Pmax

load (12)

This real-time-optimal system model satisfies the entire constraints. These optimal
solutions are achieved by the coefficient’s functions for demand, generation, and con-
trolled power in Eq. 13.

Pmin
demand ≤ Pdemand ≤ Pmax

demand; P
min
generation ≤ Pgeneration ≤ Pmax

generaton

Subjected to; Pmin ≤ PControlled ≤ Pmax (13)

In Figure 4 the MFs of FIS assigned for input (Pdemand), and output (
d(ΔPgen)

dt ), the centre of
gravity is employed for defuzzification, and FIS is implemented in the MATLAB
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toolbox. The fitness function (J) is essential as a numerical capacity to reach and closely
settle a specific problem for the proposed system. J is validated by variables using an
optimal controller that is achieved to the pre-desired criteria, i.e., minimize the generation
and minimize the fluctuations in the load-demand curve as referred to in Eq. 14.

J = ∫
Pmax

0
w.(ΔPload)

2 + 1− w

Pdemad
(ΔPload)

2

( )
dt (14)

In Table 2, the fuzzy rule base variables within the range of [-1, 1], which signify as
Negative-Big (NB), Negative-Medium (NM), Negative-Small (NS), Zero (Z),
Positive-Small (PS), Positive-Medium (PM), and Positive-Big (PB). Generally, power
demand control provides enhanced results for non-linear systems and also delivers the
system instinctive from the fuzzy rule base.63 If ΔPdemand is+ ve and d(ΔPgen)

dt is+ ve
then the output should be “+ ve” i.e set-0, while if ΔPdemand is -ve and d(ΔPgen)

dt is+ ve
then output should be “zero” i.e. set-1.

In Table 2, the Set-0 demand power variation (ΔPdemand) and
d(ΔPgen)

dt , which are
having extremely small positive or negative values that have a rule base essentially to
interrupt real-time load-demand management. While in the Set-1, the ΔPdemand is nega-
tive high or medium then Pload > Pdemand. Therefore,

d(ΔPgen)
dt value is yielded to be the

steady-state set of points for the FIS training network. Thus, the FIS controller indicates

Table 2. Proposed FIS logic rule base.

Figure 4. Membership function of FLC.
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that the system is adjusted for the desired set of points. Under Set-2, the ΔP is close to the
setpoint (NS, ZR, and PS) and lower than (PM, PB). Since the d(ΔPgen

dt is negative the
system yield, which is altered from the set of points. Thus, consequently, a positive con-
troller to get the whole grid system under Pload ≫ Pdemand. While in Set-3, ΔPdemand is
positive (medium or higher) value. Thus, the proposed forecasting response is far below
the assigned set of points. That instant, d(ΔPgen)

dt is negative the system response which
proceeding to the set of points ( Pdemand > Pload). In Set-4 the ΔPdemand is close to
the set of points (NS, ZR, PS, NM, NB). As d(ΔPgen)

dt is negative the system yield,
which is transferred from one set point to another. Thus, positive functions are needed
for different demand levels to design the rule base system yield adjustment followed
by a set of points. The description of the system operator, implication and FLC defuzzi-
fication showed in Table 3. The experimental fuzzy rule base for the proposed power-
demand control system is as follows:

A proposed framework of real-time demand management

In,64 a comprehensive analysis of a neuro-fuzzy adaptive algorithm is presented for the
hourly basis forecasting of energy management using short sample time-series data.
That has a specific FIS rule base on real-time demand management. On the other
hand, due to a small variation in the generation side, STLF forecasting accuracy
reduces under the implementation of multi-layer sub-processing units. The Intelligent
based forecasting of DERs (solar irradiance and wind speed) is the furthermost cost-
effective as well as positive means of assimilating the utilization of clean energy into
the utility. The forecasting of solar irradiance, as well as wind speed, is essential for
ensuring consistency in hybrid restructured power systems operational because these
resources are associated with an appreciable degree of meteorological penetration. The
proposed framework can be compatible with Distribution Electricity Companies
(DISCOs) to enhance their monitoring ability during peak demand. As a result, the effect-
ive usage of renewable energy-based power generation (solar and wind power) can be
enhanced for the shift of peak load demand to a significant level. Therefore, the real-time
demand management system is more compatible rather than conventional independent
system operator (ISO) control.

Table 3. Description of proposed fuzzy inference system.

Fuzzy Inference System (FIS) Description

‘AND’ FIS operator minimum
‘OR’ FIS operator maximum
No. of inputs 4
No. of outputs 1
Implication method minimum
Aggregation method maximum
Defuzzification type Centroid type
Number of fuzzy rules 49
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The real-time power management system is subdivided into three major processing
units, which are referred to in Figure 5. The first stage is the data collection unit for
DERs forecast, which is an initial processing unit. Generally, short-term forecasting of
solar irradiance and wind speed are analogous phenomena. Several variable factors are
dependent on the metrological as well as environmental factors such as cloud formation,
aerosol content, etc. But here assuming only the ambient temperature, humidity, and spe-
cific daytime as a training data set for further execution of data into mixed input-based
cascades artificial neural network model. The time-series approach represents the estima-
tion of electricity generation from the PV/wind generation system over a specific time
slap. In the training stage, the DERs data set is transferred as the input values to
CANNMF model. The number of input neurons was set at 10, single hidden layer (acti-
vation function used as LM-based backpropagation and number of neurons is set at
10). The linear activation function is employed, and 2 output layers are assigned with
hyperbolic tangent sigmoid transfer function to get the best result of the CANNMF

network. Before executing the proposed network, a different number of learning rates
is assigned. There are 1000 epochs taken during the training period. At that duration,
the CANNMF network is sufficiently trained. Once the proposed model is trained then
data validation is performed for real-time short-term time DERs estimation series
under variable metrological conditions. If applying the raw data set directly into the
neural network, then there is a huge risk of simulated neurons reaches in saturation con-
ditions. Therefore, to avoid this risk, firstly raw data must be normalized before applying
to the CANNMF model, mathematically data normalization is represented by Eq. 15.

Figure 5. An external framework of ANN-based DERs forecast model and ANFIS for real-time

power-demand management.
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The second layer has two segments, the first one is the data learning that provides self-
learning capability under different metrological input data and uncertainties of the gener-
ated power forecast followed by a regression plot. In the last layer, there is the feeding of
the data set into a data storage unit and further use of this information in ISO units. This
centralized processing unit is based on real-time demand predictive control scheme,
which is capable of exactly mimicking the reference demand power values based on
the corresponding load-demand variation. Typically, we use it to obtain the Euclidean
distance of the vector equal to a certain predetermined value, through the transformation
below, called min-max normalization:

Xn = {X − Xmin}
{Xmax − Xmin}

+ (Ul − Ll)+ Ll

[ ]
(15)

Where Xn is normalized data range between [ Ul:Ll ]ϵ(−1, 1). X are the proposed data
values, Xn are normalized data values. Xmax and Xmax are a maximum and minimum
range of the real data respectively. Ul is upper range and Ll is a lower range of normalized
data. The lower data range is referred to as the minimum irradiance and wind speed value.

Data collection and training approach

The ANN-based short-term forecast provides an effective analogous prediction phenom-
ena as of the time series approach.65 Here, training of irradiance and wind speed is carried
out using the short-term ahead predicted value. For smooth and reliable power system
operation, short-term forecasted data sets relied on several aspects such as load variation
prediction, line status, power generation status, etc. The DERs information directly helps
us in pre-planning and post-management of power demand against various uncertainty in
grid systems. However, the designed forecasting model of wind speed is like solar irradi-
ance forecasting due to almost similar environmental dependencies such as time of day,
ambient temperature difference, cloud motion, humidity, etc. The Experimental Weather
Prediction (EWP) is a physical system operator, which is implemented for efficient fore-
casting with respect to the time-series horizon over the desired test period. The EWP
model is based on each hour time resolution, which realizes the forecasting of solar irradi-
ance based on the spatial resolution for a specific data set. This approach provides precise
prediction by system outcome up to the day ahead of time. In the EWPmodel, the satellite
viewer function works based on the cloud images for predicting cloud movements and
sky imagers are installed on the forecasting sites. So that it can be developed an efficient
way of predicting the next month’s data based on several meteorological factor varia-
tions. The variations in renewable energy resources also depend on several environmental
factors such as time of the day, cloud formation, aerosol content, humidity, etc. These
forecasted short-term data also depend on various variable factors such as time effects
(atmospheric, seasonal changes, sudden contingency, storms, etc.). So, it is very difficult
to forecast the DERs corresponding to the load variation. In this study, the CANNMF

model was trained based on the solar irradiance, wind speed, wind direction and
ambient temperature data set of proposed sites. The DERs forecast framework is consid-
ered the normalized data value during specific time series for an optimal fitting tool
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approach. The processing of input variables and training data sets is complex due to the
inherent differences in respective time-series properties. In this case study, the optimal
forecasting approach is evaluated, which is based on accuracy in the training algorithm.
Here, the input data set are taken as the 6 months time series training data set and imple-
mented in the MATLAB classifier tool. The time series characteristics followed by one/
two hours before DERs data signify the short-term solar irradiance and wind speed ahead
prediction. The case study is analyzed which is based on short-term actual data set from a
specific site.66 Training data has been taken from the Mahidad site (Gujrat, India) from
January 2020 to June 2020 referred to in Table 4.

The practical real data set of the proposed site consists of 36730 samples for solar
irradiance forecasting and 36730 samples for wind speed forecasting (historical data
from 1 Jan 2020 to 31 July 2020) which is divided into the subsamples of training, val-
idation, and testing. A simulation study is shown in Figure 6, the hourly average speed is
6.811 (m/s) recorded at the height of 81.82 meters in the proposed site. The data set for the
month of June 2020 was used as the testing data set. The average pressure (979.8–
1035.4hPa) and air density (1.2–1.4kg/m3). For solar irradiance and wind speed forecast-
ing, the input data set are taken as a 36730 × 1, which signifies the data normalization of
each input variable. While the targeted data set is taken as 5510, which signifies the func-
tion fit for forecasting components. These 36730 samples were divided in such a manner
that the training data set was taken as 25710 samples which are about 70% of the total
data. On the other hand, the validation (15%) and testing (15%) data sets are taken as
5510 samples of the total data set, respectively. This data set of average wind speed
(m / s) and solar irradiance (W / m2) are in ST-based hourly format. Firstly, the
maximum irradiance of this site is calculated, then further followed by data normaliza-
tion, which limits the data within a range of 0 to 1. Thus, it will be preventing the satur-
ation of neural network activation function.

Figure 6. Executed irradiance data set (referred from Table 4).
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The yearly based normalized data sets are divided into daily possible mean irradiance
and wind speed variation. A similar calculation can be employed for both wind speed and
solar forecasting. A single algorithm is designed for both forecasting parameters because
of analogous behavior. For the forecasting of GHI and its real-time data execution, all
dependent parameters should be considered. These factors are dependent on cloud frac-
tion (Xi) based on having a range of 0 to 1 and KC using past data sets to get the cloud
information [ KClr

C for the clear sun (KC)>0.9) and KOCC
C for occluding sun (K≤ 0.9)].

Where, Δti is forecasting based on the hourly period, now the forecasting of GHI for
the clear sky is shown as Eq. 16.

GHI(t0 + Δti) = [KClr
C + Xi(K

OCC
C − KClr

C )]×[GHIClrh (t0 + Δti)] (16)

For the short-term prediction over a specific time (hour: minutes) for the individual day
(DD/MM/YYYY). The DERs data set are taken as one hour before individual data of solar
irradiance (W / m2), wind speed (m / s), wind direction (in degree) and hourly ambient
temperature. The wind speed prediction investigating by using the ANN to examine
the various local atmospheric changes for all-time series horizons.

MAPEWind speed =
∑n

i=1,2,.n

Wind Speedi(ANN) −Wind Speedi(measured)
Wind Speedi(measured)

[ ]
× 100 (17)

The accuracy of wind speed forecasting model is tested by MAPE is shown in Eq. 17.
Here, ′n′ is the input parameter for predicting the wind speed (using normalized data
set on the forecast site), Wind Speedi(ANN) for ANN-based forecasting hourly model for
a time span, Wind Speedi(measured) is based on forecasting of hourly DERs on a specified
time span. This study demonstrated the training, testing and validation of the model on
the proposed site.66 Here the LM based CANNMF model is employed for short-term pre-
diction of solar irradiance and wind speed forecasting in order to validate the system per-
formance. Before executing the CANNMF model, network to be set learning capabilities,
which is associated with various deep learning rates to get the least mean square error.
Our proposed system provides optimal results by settling on fewer error values. In
MLP model, the training algorithm is employed in Traingdx tool. There are many
numbers of epochs employed to get the network adequately trained. Generally, LM
based backpropagation technique was employed for the curve-fitting problem.67 Here,
the number of epochs was set as 1000. This methodology is prepared for estimating
the solar irradiance as well as wind speed respectively under different environmental con-
ditions. The fitting tool is comprised of the number of input neurons that was set at 10, in
the hidden layer (Sigmoid activation function is employed and neurons are set as 10).
While for a single output layer with activation function as linear transfer function for
the best result of MLP, a number of output neurons were set as one.

Figure 7 shows the training state of CANNMF , which is described by the failure itera-
tions of validation and gradient. If several times validations fail occurs, that means that
the dataset is overfitting during training data. For all epochs, the LM backpropagation
algorithm is illustrated as 0.009156 on a log scale. This logarithmic-based value signifies
the optimal local minimum position to achieve the goal function. The validation failure of
iteration is signified by the increase of mean square error (MSE) in dataset validation.
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The output characteristics of solar-generated output power (PPVgen) as per the average
range of the solar irradiance 0–950 (W / m2) using the proposed data set with ambient tem-
perature variation. During the training period, it is observed that in the month of May-June
the GHI level is higher at the proposed site. While PPVgen is recorded as moderate level in
months from August to November due to several metrological factors as well as low GHI
levels, and variation in monsoon/rainy seasons. Therefore the PPVgen is recorded as the
lowest range in months from January to February due to extreme cold conditions as well
as low GHI levels etc. on the proposed site. Thus, due to this solar PV panel temperature
rise and the generated solar PPVgen can be measured as in Eq. 18.

PPVgen(t) = Clr(t).ISC 1+ 33
1000

.cos
360d
365

( )( )
(sinφ.sinδ+ cosφ.cosδ.cos(ωt)) (18)

The dynamic characteristics of the proposed intelligent based CANNMF the methodology is
minimizing the power shortages that generally occur in real-time scenarios such as peak-
time demand and lower generation period.

Where ′d′ is represented as the random day, the decline angle of the sun is δ and the
geographical latitude (φ) is considered for solar-generated power that is varying with
respect to time (PPVgen(t)). Here, ISC is represented as solar constant and Clr(t) is
depicts a clearing index based on a different time scale. Hourly angle (ω) can be as
+15◦/hour to as −15◦/hour determined by Eq. 18. Based on recorded data sets, simula-
tion is carried out up to 31 days as depicted in Figure 8.

Simulation results

The proposed methodology used a very short-term series data set in,66 which is imple-
mented in the MATLAB fitting toolbox. The normalized irradiance amplitude is being

Figure 7. Training state of CANNMF .
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measured as [0–1000] kW / m2 with respect to each time slap over one month period. The
maximum measured PV power is followed by an observed irradiance level under 0–1000
kW / m2. Figure 8 shows that CANNMF based solar irradiation forecast, which is approxi-
mately same as the actual irradiance variation. The results are utilized for long-term GHI
forecasting under highly variable environmental conditions.

Normalized input data set is taken for training to forecasting wind speed (m / s). While
the targeted data taken as 5510 × 1 signifies the function fit for forecasting components.
The 3400 samples are divided in such a manner that the training data set is taken as 2400
samples of total data. On the other hand, the validation and testing data set taking as 550
samples of the total data set, respectively. CANNMF based model is testing for a month,
10 July 2020.66 Figure 9 shows that the predicted wind speed characteristic under range
of 0–12, which is approximately same as the actual wind speed variation. Further, the
designed ANFIS model is based on the variation in various observational data and fore-
casted data from the proposed hybrid renewable energy system. The proposed model

Figure 8. Simulation characteristics of data considered in the proposed location for the solar

irradiance prediction. (a) Solar irradiation. (b) Solar temperature.

Figure 9. Validation of actual wind speed vs forecasted CANNMF based on wind speed hourly

values (on July 10, 2020).
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includes two DERs inputs and MFs includes based on three input parameters. The FIS
controller is assigned for maintains the constant load level with utilization of
maximum demand by minimizing the ΔPdemand deviation. The forecasting approach
is employed for fluctuating load demand as referred in Figure 10.

To validate the forecasted data set, the implementation of the proposed methodology is
analyzed on a fluctuating load site. Thus, the real-time data set of renewable energy
resources was implemented from the Mahidad site in Gujrat state, India.66 While the load-
demand management is carried out by the ANFIS-based model in the proposed site. To
study the model performance based on seasonal variations, our proposed case study is a
demonstration of one-hour-ahead load forecasted demand for the summer season (in the
second week of July) of the year 2020. the input data is taken as a time series graph for the
load variation with respect to demand. From Figure 11, the maximum load was observed
as 1035e+ 2 kW on 13 July 2020 (Monday). On the other hand, estimation of total real
demand is based on time-varying load. Usually, it is a complex task for an independent
power system operator. Here, the real-time information of the estimated power demand is

Figure 10. Load power forecasted variation with respect to actual values.

Figure 11. Average weekly power response results from 13 to 19 July 2020 data set.
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advantageous information for various power generation companies (GENCOs) for real-
time demand scheduling and control.

In the proposed site, the maximum residential load-demand is approximately 1030e+
2 kW , so the forecasted value can be fed to the real-time system which is worked for the
ISO demand management system. Also, from demand power characteristics there is con-
tinuous fluctuation in the demand site because areas have large load variations in the
industries. The proposed hybrid neuro-fuzzy-based model was successfully employed
for forecasting and further management of the load demand. Thus, the ANFIS-based
methodology provides optimal power response prediction, which is based on weekly
forecasted results, we can design the model for the optimal scheduling for a specific
time slap.

Error evaluation and performance analysis

The real-time forecasting analysis is significant for the load-demand validation at regular
instants. The error must be checked continuously at regular intervals until the training
mechanisms stop. Usually, the maximum learning rate of the ANN model is in
between the ranges of 0 to 10. If variation occurs in weight functions, then the learning
rate appears as a quantifier followed by data acceleration. If the learning rate depicts the
low forecasted value that means changes occurring in the weight vector so that one epoch
changes to the next epoch. If the learning rate specifies a high value that means it is
undesirable to the network, which may lead to the risk of overshooting.68 Thus, the pro-
posed ANN network is associated with a slow learning rate that takes more operational
time. Figure 12 describes the error histogram plot during the training process. Here,
the overall error ranges of the CANNMF network are ranging from −0.95 to+ 0.95 for
20 bins and every bin matches to a width of 0.093465. Moreover, these bins are charac-
terized as numerous samples, each one is having an error of the validation data.

Here, the LM-based ANN model plot provides the overall optimal prediction. Also, a
similar algorithm is designed for short-term solar irradiance as well as wind speed as

Figure 12. Error histogram of CANNMF based forecasted model.
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input variables.66 Since, the forecasted plot of short-term solar irradiance is analogous to
short-term wind speed forecasting, which is based on environmental variation and
dynamic nature. In the case of extreme penetration of metrological factors (cloud level,
aerosol content, etc.) in which the characteristic of short-term irradiance and wind
speed is predicted. From Figure 13, the best validation performance is at 992 epochs
for the effective operation of forecasted systems. The CANNMF based classifier learner
is trained for the 1000 epochs to get the optimal short term forecasting results with
LM during performance evaluation.

Figure 13 shows the best validation performance plot of the trained datasets for further
testing as well as validating the proposed system performance. Here, it is depicted that
when the epochs are increasing, then the error (e) values keep on decreasing. But at
992 epochs, the value of ′e′ rises as the CNN overfits the training dataset during the val-
idation of the normalized dataset. So, to avoid this issue, the time series is regulated to
stop the training just after the five successive validation check fails. Therefore, the
optimal performance is revealed by obtaining the epoch at minimum validation check
fail. The LM Based ANN model was employed for the short-term prediction of solar
irradiance and wind speed. Our proposed methodology is a dynamic approach that has
better reliabilities and accuracy for the prediction of short-term DERs variables. After
getting a significant amount of mean square error within the specified limit. The proposed
system implies a high degree of accuracy.

In this study two dependent variables (V1 for the GHI and V2 for the ambient tempera-
ture) has been taken, which is based on the cause-and-effect relationship. Similarly for the
wind forecasting variables such as wind speed V3 and wind direction V4. Thus, the result-
ing linear regression equation in between these variables V1, V2, V3 and V4. Here, the nor-
malization of regression (R) plot is representing the interrelation between two dependent
and their correlated variables. Thus, each forecast variable is associated with another

Figure 13. Best validation performance of CANNMF is 0.024105 at 992 epochs.
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correlated variable then it gives the overall regression within the specified range. Usually,
there are three types of regression plots based on the spectrum such as simple, linear, and
multiple regression. Here proposed study utilizes a linear regression (plotting the linear
regression line between two dependent variables). The results show that the ANN regres-
sion model effectively forecasts solar irradiance and wind speed on an hourly basis. So,
this research proposed LM-based cross-validation as the enhanced ANN technique for
forecasting in resilient energy systems. However, the validated response of DERs with
optimal values are shown in Figure 13, which are obtained with respect to the actual
values.

Here, the value of R2 is nearly to equal or less than 1, which depicts the accuracy of
the proposed ANN model in order to fits the training and testing datasets. Thus, the pre-
diction of DERs variables is close to the actual data set of sites. In Figure 14, the regres-
sion is 0.9087 during training time, while regression is 0.92238 during the validation
period, and during testing, regression is 0.90728. Thus, during all phases value of R is
0.91772 which is near to 1.

Table 5 shows the range of regression values in all these three phases (training, testing,
and validation). So, the value of R is within 1. The forecasting accuracy was estimated by
computing the MSE between the actual and forecast values. The MSE and RMSE of the
proposed methodology using ANN as well as ANFIS-based real-time model that can
accomplish better prediction with minimum error. Furthermore, this proposed
intelligent-based hybrid renewable energy system implements the extension of these
Simulink results, which are obtained from real-time operational and performance ana-
lysis. To evaluate the forecasting efficiency of the proposed ANN model, similar features
of the input data set is used for training purpose with the MLP model MATLAB Simulink
tool. From Table 5, the forecasting results are depicted that the designed CANNMF the
model has much better efficiency than other models.

As concluded in Table 6, the designed CANNMF based DERs forecasting results are
trained with the 6-month hourly dataset in an efficient manner. Further, these forecasted

Figure 14. Plot fitting of regression plot for 36730 recorded samples (183 solar days). (a) MLP.

(b) CANNMF .
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data are utilized in the ANFIS model for a real-time power demand management system.
It also confirmed that during testing and validation, the forecasting means error and cross-
entropy are less than 5% under a specific slap of the day at the proposed site.

Conclusions

The ANFIS model demonstrated a better approach for the effective utilization of hybrid
renewable energy resources with an enhanced forecasting accuracy. The testing results of
the mean error and cross-entropy is less than 5% under a specific slap of the day at the
proposed site. The proposed real-time power demand management approach has been
optimally designed by the ANN-based DERs forecast model for optimally utilizing the
solar and wind-generated power under different environmental variations. Also, the pro-
posed methodology shows that CANNMF model accomplished better prediction with
minimum error. While the structure of the proposed CANNMF the network is much
larger than the MLP model, which mimics the correlated structure of multiple-layer
ANN. Thus, in the stochastic power system, an optimistic method is required to maintain
the power demand-load balance in a real-time power management system. This adaptive
model can be further modified using a fuzzy Q learning approach with a support vector
regression-based hybrid algorithm. Our intelligent-based proposed hybrid renewable

Table 5. Error analysis of proposed forecasted system.

Forecasted Parameters

CANNMF

ANFIS
MSE (em) Regression Cross entropy

6 months training 5.63 0.9373 2.43
Validation 5.69 0.9323 4.30
Short term testing on random time slap 6.22 0.90728 3.68
Testing at proposed site Monthly basis 3.11 0.91746 -

Hourly basis 2.48 0.93246 1.08

Table 6. Quantitative analysis of the proposed system with another intelligent technique.

Parameters

Specification

Model type CANNMF MLP

Network structure LM based cross-validation Conjugate gradient-based
Total training samples 25710 samples 25710 samples
Performance evaluation

criteria
mean square error (em) for
hourly-based data

mean square error (em) for
monthly based data

System accuracy 98.2% 89.60%
Training duration 17.10s 26.808s
forecasting time 18ms 31.05ms
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energy system can be utilized when continuous electric power is deficient was a major
limitation. Alternatively proposed approach is a dependable solution in rural as well as
semi-urban areas.

Future work will be developed optimal control strategies with the consideration of
several input metrological parameters such as aerosol content, humidity, and air
density for the feasible operation of resilient energy systems. The future study will be
comprising the real-time hardware setup with the existing one and testing on the multi-
microgrid system. The simulation results can also be incorporated with time horizon fore-
casting under several environmental factors such as peak demand periods of the day,
cloud formation, aerosol content, etc. in order to achieve the real-time long-term forecast
Here, the real-time power management system is implemented in a multi-agent-based
independent system controller that regulated several aspects of grid parameters to
resolve the peak demand imbalance issue.

Nomenclature

Indices and parameters

δ Decline angle of the sun
KClr
C Cloud information for the clear sun (Kc > 0.9)

KC To get the cloud information
KOCC
C Cloud Information for occluding sun (K≤0.9)

ΔPload Fluctuations in load
ΔPdemand Variation in demand
ŷm Forecasted values
φ Geographical latitude
ym Measured values
P Forecasted point (individual)
Q Forecasting points (total)
wij Weight functions

Acronyms and abbreviations

ARMA Autoregressive moving average model
ANFIS Adaptive neuro-fuzzy inference system
CFANN Cascaded forward artificial neural network
CCoef Correlation coefficient
DERs Distribution energy resources
EWP Experimental weather prediction
FIS Fuzzy inference systems
FFANN Feed-Forward artificial-neural network
GENCOs Generation electricity companies
GHI Global horizontal irradiance
LTLF Long-term load forecast
MAPE Mean absolute percentage error
NWP Numerical weather prediction
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PSO Particle swarm optimization
RMSE Root mean square error
SVM Support vector machine
U / VSTLF Ultra/Very short-term load forecast
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