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Abstract
Across three experiments (N = 1565), we investigated how forecasts about the spread of COVID 19 are impacted 
by data trends, and whether patterns of misestimation predict adherence to social-distancing guidelines. We also 
investigated how mode of data presentation influences forecasting of future cases by showing participants data on 
the number of COVID-19 cases from a 5-week period in either graphical, tabular, or text-only form. We consistently 
found that people shown tables produced more accurate forecasts compared to people shown line-graphs of the same 
data; yet people shown line-graphs were more confident in their estimates. These findings suggest that graphs engen-
der false-confidence in the accuracy of forecasts, that people’s forecasts of future cases have important implications 
for their attitudes concerning social distancing, and that tables may be better than graphs for informing the public 
about the trajectory of COVID-19.
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Introduction

Understanding the growth patterns of COVID-19 has been 
a critical task for US citizens in the last year, in that mak-
ing well-informed, safe decisions depends on the rise and 
fall of cases. Much of the data presented on the spread of 
COVID-19 has been through various graphs presented by 
media outlets and health agencies (Zacks & Franconeri, 
2020a, 2020b). Line graphs, bar graphs, tables, and heat-
map data visualizations are popular methods for displaying 

the number of COVID-19 cases and deaths. Use of such 
visualizations allows for the communication of extensive 
information that would be difficult or impossible to illus-
trate with text alone. Due to the dynamic nature of the cur-
rent COVID-19 outbreak, it has been argued that forecasting 
the future of the disease with accuracy is uniquely difficult 
(Makridakis et al., 2020) and research from the first week of 
the pandemic (11-16 March 2020) showed that individuals 
significantly underestimated their personal risk compared to 
that of the average American, average person in their state, 
and their neighborhood (Wise et al., 2020).

One influential variable may be a fundamental misunder-
standing of the rate of growth of an exponential function as 
it relates to disease incidence. Consider this one problem: 
As of 1 March 2020, the Centers for Disease Control (CDC) 
reported that there had been 75 cases of COVID-19 and one 
death in the USA. On 18 March, there were 7,038 confirmed 
cases and 97 deaths due to the disease. How many cases and 
deaths would there be on 25 March? 1 April? 8 April? The 
purpose of this investigation was to examine whether people 
underestimated the growth of COVID-19 at the start of the 
pandemic, to test whether mode of data presentation (table 
vs. graph) influenced people’s forecasts, and to test if fore-
casts of the virus’ growth were related to reported adherence 
to social-distancing guidelines.
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Understanding exponential growth

In judgmental forecasting tasks, participants are shown data, 
often as a function of time, and are asked to predict future 
values. Extrapolating trended data is a decision-making 
task susceptible to common heuristics and biases (Eggle-
ton, 1982; Tversky & Kahneman, 1974). One well-docu-
mented bias in economic decision-making is exponential 
growth bias, in which people tend to perceive exponential 
functions as linear, thus underestimating the future growth 
of these trends (Levy & Tasoff, 2015). One proposed expla-
nation for exponential growth bias is the “illusion of lin-
earity”; the tendency to overgeneralize linear models and 
apply these models to situations where it is inappropriate 
(De Bock et al., 1998, 2002; Van Dooren et al., 2003). 
Another explanation may come from our understanding of 
trend dampening, describing the tendency to underestimate 
the growth of increasing trends and overestimate the growth 
of decreasing trends (Lawrence & Makridakis, 1989). Trend 
dampening is posited to result from the influence of eco-
logical knowledge (Keren, 1983), and underestimation of 
exponential growth may result from such prior knowledge. 
For example, it may be a reasonable strategy to assume that 
exponential growth will decelerate considering that many 
real-life exponential growth trends are actually a part of a 
logistic growth trend that will eventually level off (Harvey & 
Reimers, 2013). Researchers have found that people under-
estimate the growth of exponential functions in judgmental 
forecasting tasks (Wagenaar & Sagaria, 1975; Wagenaar & 
Timmers, 1978, 1979), and that underestimation of nonlin-
earity increases with the size of the exponent (Wagenaar & 
Sagaria, 1975). When explicitly asked, people are aware of 
the tendency to underestimate exponential growth, but they 
continue to exhibit this bias nonetheless (Schonger & Sele, 
2020).

The behavioral consequences of exponential growth bias 
have been examined in the context of economic decision 
making (Levy & Tasoff, 2016). Stango and Zinman (2009) 
found that people who exhibited exponential growth bias 
systematically underestimated interest rates for short-term 
loans and the benefits of long-term saving, and that more 
biased people borrowed more and saved less. Similar studies 
have shown that people mistakenly expect savings to accrue 
linearly rather than exponentially, leading them to underesti-
mate the value of saving (Mckenzie & Liersch, 2011). Over-
all, these results suggest that people generally underestimate 
exponential growth and that this misestimation has real-life 
behavioral consequences. Thus, it is reasonable to wonder 
whether Americans underestimated the threat of COVID-
19 due to exponential growth bias and whether this under-
estimation may have influenced real-life social-distancing 
behaviors.

Tables versus graphs

Another factor that may influence understanding of the expo-
nential spread of COVID-19 is the way in which data are 
displayed. Prior work has illustrated that data visualizations 
assist with the comprehension of quantitative information 
(see Hegarty, 2011), improve understanding of scientific 
concepts (van der Linden et al., 2014), and can enhance the 
communication of risk (Lipkus & Hollands, 1999). Much of 
public messaging surrounding COVID-19 is based on com-
municating risk and public health information via graphs, 
often displayed daily along with cumulative case counts.

Two common methods for displaying such time-series 
data are graphical (e.g., bar or line graphs) and tabular data 
presentations. There is mixed evidence on whether tables or 
graphs are most useful for presenting data (see DeSanctis, 
1984; DeSanctis & Jarvenpaa, 1985; Goodwin & Wright, 
1993, for reviews). DeSanctis (1984) reviewed the litera-
ture comparing graphs to tables on the following dimen-
sions: interpretation speed and accuracy, decision-making/
problem-solving quality and speed, information recall, 
preference, and decision-making confidence. Their review 
yielded inconsistent results. Out of the studies reviewed, 12 
found tables to be better than graphs, seven found graphs to 
be better than tables, and ten found no difference between 
modes of presentation. However, this review was not lim-
ited to performance on judgmental forecasting tasks. Harvey 
and Bolger (1996) examined the influence of data presenta-
tion on judgmental forecasting and found that viewing data 
in tables was better for forecasting untrended data, while 
graphs were better for forecasting trended data. This finding 
was consistent regardless of data variability. Other research-
ers have found evidence that graphs are better for short-term 
forecasting while tables are better for long-term forecasting 
(Angus-Leppan & Fatseas, 1986; Lawrence et al., 1985). 
DeSanctis (1984) suggests that whether graphs or tables 
are more effective is highly dependent on the type of task, 
and Coll et al. (1991) found that the usefulness of tables or 
graphs depends on experience, with people working more 
efficiently with modes of presentation with which they were 
most familiar. Similarly, DeSanctis and Jarvenpaa (1985) 
found that while graphs may initially have no effect on deci-
sion making, graphs may aid decision making with repeated 
exposure.

The current study

We examined whether Americans underestimated the expo-
nential growth of COVID-19, and whether different modes 
of presenting COVID-19 data in news articles might influ-
ence forecasting judgments. Across three studies, partici-
pants viewed cumulative growth trends of COVID-19 cases 
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as tables (Table group), as line graphs (Graph group), or as 
raw data embedded into the text of a fictional news article 
(the control or Text-only group). Participants were asked 
to predict the number of future cases for three future time 
points based on these trends, as well as their confidence in 
their responses. Given prior work on exponential growth 
bias, we hypothesized that participants would underestimate 
the growth of the virus. The impact of visualization on fore-
casting accuracy is less clear since there is mixed evidence 
on the effectiveness of tables versus graphs (see DeSanctis, 
1984), and little work examining tables versus graphs in the 
context of extrapolating exponential functions (Wagenaar 
& Sagaria, 1975). We also examined how misestimation 
is related to real-life behavior given prior work showing 
that exponential growth bias influences real-life economic 
behaviors and decision-making (Levy & Tasoff, 2016). If 
underestimating the prevalence of COVID-19 leads to a lack 
of caution, then we expected to find a positive correlation 
between the number of forecasted cases and engagement in 
social distancing. Lastly, we examined whether forecasting 
could be improved with practice by having a subset of the 
participants complete the task multiple times during the pan-
demic (Keren, 1983; Wagenaar & Sagaria, 1975).

Study 1

On 28 March 2020, participants were shown the cumulative 
COVID-19 case data from 29 February 2020 to 27 March 
2020, and were asked to predict the number of cases on 
three future dates. Given work on exponential growth bias, 
we hypothesized that participants would underestimate the 
future trajectory of COVID-19 cases in the USA and that 
engaging in risk-reduction behaviors would be associated 
with greater estimates of the number of cases.

The main question of interest was whether participants 
would be more accurate if they viewed the graphs in tabu-
lar or graphical form. In addition, we included a control 
group for which participants viewed the raw data with no 
data visualization (text-only). Although one may assume that 
graphs would produce more accurate estimates given that 
participants would be able to visually view and extrapolate 
the trend, we did not pre-register specific hypotheses regard-
ing the difference between tables and graphs as the evidence 
is mixed, and little work has compared the effectiveness of 
tables versus graphs in the context of extrapolating an expo-
nential function. We did hypothesize that the text-only group 
would underestimate the growth of the virus more than the 
other two groups – given that they would have no data visu-
alization on which to base their estimates. As such, we also 
hypothesized that those shown a data visualization (table 
and graph group) would be more confident in their estimates. 
Pre-registration for Study 1 may be viewed at https://​aspre​

dicted.​org/​blind.​php?x=​cd4a7h, although we note that the 
analysis reported significantly deviates from our pre-regis-
tration (see below).

Methods

Participants

We recruited a large convenience sample of 1,198 partici-
pants from Amazon Mechanical Turk to participate in an 
online experiment (M age: 37.8 years, SD: 12.3; 56.2% male, 
43.8% female). 770 of these participants remained after 
applying our exclusion criteria (outlined below).

Design

Study 1 used a between-subjects design in which partici-
pants were randomly assigned to view news articles with 
COVID-19 data in either graphs (Fig. 1a), tables (Fig. 1b), 
or as raw data embedded in text (Fig. 1c). Those in the text-
only group viewed a guide on proper hand-washing tech-
nique to serve as a control image (Fig. 1d).

Materials

Two articles in the format of an online news article were 
created for the purpose of this experiment. All stimuli used 
across experiments are available in the Online Supplemental 
Materials (OSM) (Stimuli S1–S8). Participants read a short 
vignette about COVID-19 in the USA. Participants viewed 
data on the total number of deaths and confirmed cases of 
COVID-19 in the USA in a graphical format (N = 409), a 
tabular format (N = 408), or a text-only format (N = 381). 
The five data points shown to participants were from the 5 
weeks preceding the date of the study (27 March; Fig. 1a–c). 
Participants were then asked to estimate the number of con-
firmed cases, actual cases, and deaths, 3, 6, and 9 days after 
the article shown to them was written. They were also asked 
to report their confidence in each of these nine estimates on 
a scale of 0–100.

After providing their estimates, demographic and individ-
ual-difference data were collected (see OSM for measures). 
A subset of these questions is examined in the current work 
and concerns social-distancing behaviors. These questions 
include:

1.	 How successful have you been in engaging in social iso-
lation? (Slider scale from 0 (Unsuccessful) to 100 (Very 
successful))

2.	 How successful will you be at engaging in social isola-
tion in the next week? (Slider scale from 0 (Unsuccess-
ful) to 100 (Very successful))
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3.	 Estimate how much time will pass before we can stop 
social distancing (1 week, 2 weeks, 3 weeks, 4 weeks, 2 
months, 3 months, 4+ months)

We made social distancing the focus of our individual-
difference analyses in order to examine the relationship 
between forecasting of exponential growth and an important 
real-life behavior (Greenstone & Nigam, 2020). In a sepa-
rate investigation, not reported here, we use the same data 
set with structural equation modelling methods to examine 
the relationship between trait individual difference variables, 
social-distancing behaviors, and misestimation of the growth 
of COVID-19 (Quirk et al., in preparation; see Deviations 
from Pre-Registration for further detail). For the sake of 
transparency, we report all the individual difference meas-
ures that were collected at the time of the study even though 
they are not analyzed in the current report.

All materials and questionnaires were administered using 
Qualtrics survey software.

Quality assurance

To ensure data quality, participants were asked to verify 
that they were not a robot with a CAPTCHA at the begin-
ning of the survey. We also included two attention check 
items: an embedded question in the risk aversion scale 
that asked participants to “please select 6” for the ques-
tion and a free-response item that asked participants to 
report the name of the president of the USA. In addition, 

we asked participants to self-report their perceived effort 
on the survey on a scale of 1–10. Participants were told 
that their rating would not affect their compensation for 
their participation.

Procedure

Participants located in the USA were invited to take a sur-
vey via Amazon Mechanical Turk. They were told that 
they would read news articles and predict health-related 
data. After agreeing to participate, they were sent to a 
Qualtrics survey where they provided informed consent. 
They were next shown the news article associated with 
their randomly assigned condition and were immediately 
asked to report their estimates and confidence for the 
number of confirmed cases, actual cases, and deaths 3, 
6, and 9 days later. Participants then completed the series 
of individual-difference and demographic questionnaires, 
rated their perceived effort on the task, and were debriefed. 
Participants were thanked and compensated US$1 after 
survey completion. This research was classified as exempt 
by the University of Michigan Institutional Review Board.

Exclusion criteria

Our exclusion criteria are outlined below. All exclusion cri-
teria were the same for Studies 1–3 and generally exclude 
participants who did not put effort into the task, failed to 

Fig. 1   a Stimuli shown to those in the graph condition, b stimuli shown to those in the table condition, c raw data embedded in text shown to the 
text-only group, and d control image shown to the text-only group
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pay attention, or failed to follow instructions. Please see the 
OSM for further information about participants excluded 
in Studies 1–3. In Study 1 we excluded all the data from 
participants who:

1.	 Were younger than 18 years, N = 3
2.	 Did not provide a valid zip code (i.e., possibly not a US 

resident), N = 66
3.	 Reported an impossible forecast (i.e., misunderstood the 

task), N = 400
4.	 Failed the basic attention check trial (“Please select 

option 6”), N = 4
5.	 Failed to correctly identify the US President (free 

response), N = 11
6.	 Self-reported investing effort of less than 5 out of 10, N 

= 3
7.	 Took less than 30 s to complete the task (considered 

impossible based on the number of survey items), N = 0

And we excluded individual outlier forecasts:

8.	 Greater than 10x the last datum provided in the visuali-
zation or text.

We considered criteria 1–3 to be required for inclusion 
in the data analyses as they determine eligibility to partici-
pate in the study as well as a basic understanding of the 
task. Criterion 3 was necessary because participants were 
tasked with forecasting cumulative growth, so participants 
who forecasted a decrease were not forecasting cumulative 
growth. That the excluded participants were doing some-
thing categorically different from the rest is evident by their 
distinct distribution of forecasts, most of which were very 
low (< 1,000 cases) (Fig. S1B).

We adopted additional exclusion criteria measuring 
effort, attention, and task-understanding as we wanted our 
data to be of the highest quality possible given that the data 
were collected online. These exclusion criteria had a mini-
mal impact on the sample size and key results. See the OSM 
for an analysis of the effects of our optional exclusion crite-
ria (4–8) on the sample size and key results (table vs. graph) 
in Studies 1 and 2 (Tables S1 and S2).

Whereas most forecasts predicted under 1 million cases, a 
small number of outlier forecasts were as large as 40 million 
(N = 4 participants). Upon inspection of the forecast distribu-
tions (Fig. S1A), we found that using a cutoff of ten times the 
last datum provided to participants neatly eliminated outliers 
without affecting the distribution. The cutoff corresponded to 
forecasts of roughly 1 million cases for Study 1 and its replica-
tion and forecasts of roughly 4 million cases for Study 2 and 
its replication.

Regression modeling

We modeled participants’ forecasts of future total confirmed 
COVID-19 cases using hierarchical regression models (see 
Fig. S1C for the distributions of responses modeled here). We 
also examined participants’ forecasts of deaths due to COVID-
19 and “actual” COVID-19 cases and our results largely held 
for these other forecasts, although we omit these data from 
the main text for brevity (see the Other Forecasts section of 
the OSM). Our models of forecasts included fixed effects of 
forecast horizon (within-subject; 6–3 days, 9–6 days), data 
visualization group (between-subject; table–graph), and their 
interaction. The models allowed intercepts to vary randomly 
by state. We allowed intercepts to vary by state because at 
the time of the study the number and growth of COVID-19 
cases varied dramatically among states. We implemented the 
model using the R-package {brms}, an open-source package 
for Bayesian multilevel modeling (Bürkner, 2017, 2018). 
This package translates input models into the probabilistic 
programming language stan, which supports approximate 
Bayesian inference over model parameters using Markov 
Chain Monte Carlo (MCMC) sampling (Carpenter et al., 
2017).

When we modeled forecasts, we used a Gamma likelihood 
function rather than the default Gaussian because the distri-
bution of forecasts was positive-only and had a very long 
right tail (Fig. S1C). To facilitate specification of priors and 
to obtain standardized effect size estimates, we rescaled our 
outcome variables by dividing by the standard deviation of 
all estimates (within the experiment). Our model of forecasts 
was specified as follows:

The first expression above is the likelihood function and 
the second expression is the regression formula for the mean 
with a log link function. In the regression formula, β0 is the 
population intercept, �state

0
 is a state’s ‘random’ intercept, X 

denotes the predictors (delay, group, delay*group), and β 
denotes the corresponding population-level regression coef-
ficients. The auxiliary shape parameter of the gamma distri-
bution is denoted by α. We assigned the following weakly 
informative default priors to the model parameters (Gelman 
et al., 2008):

y ∼ Gamma(�, α)

log (�) = �0 + �X + �state
0

�0 ∼ Student_t(3, 0, 2.5)

� ∼ Student_t(3, 0, 2.5)

�state
0

∼ Normal
(

0, σstate
)

�state ∼ HalfStudent_t(3, 0, 2.5)

� ∼ Gamma(0.01, 0.01)
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All MCMC chains passed visual inspection, all R̂values 
were 1, and all effective sample sizes (ESS) were greater 
than 10,000, which has been recommended as the mini-
mum ESS to obtain reliable MCMC estimates of 95% cred-
ible intervals (Kruschke, 2015). After fitting the models, 
we performed graphical posterior predictive checks using 
the R packages {bayesplot} (Gabry et al., 2019) and {loo} 
(Vehtari et al., 2017). To quantify uncertainty about the 
effects of interest, we report posterior standard deviations 
(SDs), 95% credible intervals (CIs) as well as probabilities 
of direction (PD). The PD is defined as the probability that 
an effect goes in the direction indicated by the median esti-
mate (Makowski et al., 2019). For main effects of interest, 
we report the differences of means (Mdiff, in native units) as 
well as standardized regression coefficients (βeffect, in sample 
SD units).

We applied a similar Bayesian hierarchical regression 
model to participants’ reported confidence (0–100) in their 
forecasts. This model used the same predictors (group and 
day) but used the default Gaussian likelihood function with 
an identity link function for the regression formula:

We also used a Bayesian hierarchical regression model to 
estimate the proportion of participants who underestimated 
the number of cases at a given time point. The model used 
a Bernoulli likelihood function with a logit link function:

This model simply included one population intercept and 
varying intercepts by state, normally distributed around the 
population mean. We fit the model separately to forecasts 
at each forecast horizon (3, 6, and 9 days). In the Results 
section, we report the posterior mean (Punder) and 95% CIs 
for the probability of overestimation, after converting from 
log-odds to probability. While here we compare participants 
forecasts to actual case numbers (i.e., “true” total number of 
confirmed COVID-19 cases), participants still demonstrate 
a large misestimation when comparing their forecasts to the 
predicted values of exponential models fit to the initial five 
data-points provided (Table S4 and Fig. S2).

y ∼ Normal(�, σ)

� = �0 + �X + �state
0

y ∼ Bernoulli(�)

logit(�) = �0 + �state
0

realized that these estimates were too noisy given only three 
observations per subject, so we decided instead to use state-
level random intercepts, as there were many more observa-
tions per state, and we expected that forecasts would likely 
vary by state given differences in social-distancing policies. 
Our analyses excluded “impossible” forecasts, but this exclu-
sion criterion was not in our pre-registration form, simply 
because we did not anticipate that people would misunder-
stand the task in this way. In the OSM, we explore how the 
results vary (or not) under different exclusion criteria with a 
multiverse analysis. In addition, in our original pre-registra-
tion we anticipated including the text-only group as a control 
condition when modelling participants’ forecasts; however, 
we realized that since we are using hierarchical regression 
modelling, we would be unable to compare table and graph 
groups as the text-only group would act as our reference 
condition. Thus, we only model the data from the table and 
graph groups, but we do report descriptive statistics for the 
text-only group as well as include their data in Fig. 2. We 
anticipated including many individual differences in our 
analyses but realized that these data should be thoroughly 
investigated in a separate paper using structural equation 
models (Quirk et al., in preparation). This investigation has 
many interesting results, but they don’t concern mode of data 
presentation nor do these results affect the implications of 
the current investigation. Given the many deviations from 
our pre-registered analysis methods, the following results 
should be considered exploratory rather than confirmatory.

Results

On average, participants underestimated the number of cases on 
30 March (Punder = 0.83, CI = [0.79,0.83], Mest = 141k cases, seest 
= 2.7k, Truth = 166k), 2 April (Punder = 0.77, CI = [0.73,0.81], Mest 
= 207k  cases, seest = 5.4k, Truth = 248k), and 5 April 
(Punder = 0.78, CI = [0.74,0.82], Mest = 270k  cases, seest 
= 8.1k, Truth = 341k) (Fig. 2c). Critically, the Table group 
produced more accurate estimates than the Graph group (Mdiff 
= 14k, βT − G = 0.05, SD = 0.02, CI95% = [0.01, 0.10], PD = 0.99) 
(Fig. 2c). Further, the Table group forecasted greater growth 
in the number of cases from 30 March to 2 April than 
the Graph group (βA2 − M30 ∗ T − G = 0.11, SD = 0.06, CI95% 
= [0.00, 0.23], PD = 0.98) (Fig.  2c). However, the two 
groups forecasted similar increases in cases from 2 April 
to 5 April (βA5 − M2 ∗ T − G =  − 0.01, SD = 0.06, CI95% 
= [−0.12, 0.11], PD = 0.59).We found that participants in a text-
only control group produced virtually identical forecasts (on 
average) to those in the table group for 30 March (Text: ~145k 
cases, Table: ~141k, Graph: ~142k), 2 April (Text: ~220k, 
Table: ~218k, Graph: ~195k), and 5 April (Text: ~278k, Table: 
~281k, Graph: ~263k). A regression model comparing fore-
casts of the Graph and Table groups to the Text group revealed 
that participants in the Graph group produced lower forecasts 

Deviations from pre‑registered analysis

Our reported analyses deviated from the analyses anticipated 
in our pre-registration forms. We anticipated using a Gauss-
ian distribution in our regression models but discovered that 
a Gamma distribution was more appropriate, given that the 
forecasts were positive-only and had extreme skew. We also 
anticipated using participant-level random intercepts but 
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Fig. 2   Results from Studies 1 and 2. People who viewed graphs of 
COVID-19 growth in the USA produced less accurate forecasts com-
pared to people who viewed the same data in tables. Study 1 (N = 
540) was conducted on 27 March 2020, and Study 2 (N = 543) was 
conducted on 7 April 2020. Participants in Study 1 were presented 
with the data from panel A, in graphical form (shown) or tabular 
form; Participants in Study 2 were presented with data from panel 
B. Participants’ forecasts from Study 1 are shown in panel C; partici-
pants’ forecasts from Study 2 are shown in panel D. The black data 
points reflect the “true” total number of confirmed COVID-19 cases 
in the USA according to world​omete​rs.​info, accessed on 27 April 

2020. The colored lines show the mean forecasts for participants in 
the graph groups (red), text-only groups (yellow), and table groups 
(blue) and error bars represent ± 1 standard error of the mean. In 
Study 1 (panel B), participants tended to underestimate the future 
trend, whereas in Study 2 (panel D), participants tended to overes-
timate the future trend. In both studies, participants who were pre-
sented tabular data (blue) produced forecasts closer to the true values. 
Participants’ reported confidence (mean +/- se) in their forecasts are 
shown in panels E and F. Participants were more confident in fore-
casts from graphs, despite those forecasts being less accurate, com-
pared to forecasts from tables
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compared to participants in the Text group (βG =  − 0.06, CI95% 
= [−0.11, −0.01], PD = 0.99), while participants in the Table 
group produced forecasts of roughly equal magnitude to those 
in the Text group (βT =  − 0.01, CI95% = [−0.06, 0.04], PD = 0.66).

Although tables facilitated more accurate forecasting 
compared to graphs, people shown tables were less con-
fident in their forecasts than people shown graphs (Mdiff 
=  − 3.6, βT − G =  − 0.16, CI95% = [−0.26, −0.07], PD = 1.0) 
(Fig.  2e). Overall, confidence decreased over time as 
participants were less confident about their 2 April fore-
cast than their 30 March forecast (Mdiff =  − 7.3, βA2 − M30 
=  − 0.29, CI95% = [−0.40, −0.18], PD = 1.0) and their 5 
April forecast compared to their 2 April forecast (Mdiff 
=  − 5.9, βA5 − A2 =  − 0.23, CI95% = [−0.35, −0.11], PD = 1.0). 
This illustrates that even though participants misestimated 
the number of cases, their responses were still rational to 
an extent. We found that participants in the text-only con-
trol group reported intermediate confidence in their fore-
casts (on average) compared to participants in the other 
groups for 30 March (Graph: 58.0, Text: 57.3, Table: 55.5), 
2 April (Graph: 51.3, Text: 50.0, Table: 47.8), and 5 April 
(Graph: 46.0, Text: 43.2, Table: 41.0). A regression model 
comparing confidence of the Graph and Table groups to the 
Text group revealed that participants in the Graph group 
was more confident than the Text group (βG = 0.09, CI95% 
= [−0.01, 0.20], PD = 0.96), while participants in the Table 
group appeared less confident than the Text group (βT 
=  − 0.07, CI95% = [−0.17, 0.03], PD = 0.90).

Discussion

Study 1 provides evidence for our hypothesis that Ameri-
cans generally underestimated the growth of COVID-19, 
exhibiting exponential growth bias. These forecasts were 
more accurate when participants were presented with data in 
tables or text rather than graphs, which comes as somewhat 
of a surprise given the documented benefits of graphical 
presentation (for review, see Hegarty, 2011). However, in 
the context of forecasting, some prior work has shown that 
graphs are more effective than tables for forecasting trended 
functions and short-term forecasts, both consistent with 
the task employed in the current study (Harvey & Bolger, 
1996; Lawrence et al., 1985). As mentioned previously, lit-
tle work has examined tables versus graphs in the context 
of extrapolating exponential growth; however, Wagenaar 
and Sagaria (1975) found that participants produced more 
accurate estimates of exponential growth when shown raw 
numbers (similar to a tabular format) in contrast to graphs 
of the same trends, aligning with the findings from Study 1. 
Surprisingly, participants who viewed raw data embedded 
in text exhibited behavior similar to those who were shown 
tables, even though they were not shown a visualization of 

the data. This may be because both groups of participants 
viewed the data without an exponential trend graphically 
imposed on the data (see General discussion for more). In 
Study 2 we aimed to replicate our findings using the most 
recent COVID-19 data (at the time) to see whether the ben-
efits of tables over graphs would continue to be observed.

Study 2

Study 2 aimed to replicate the findings from Study 1 in the 
context of newer data about the pandemic (trend up until 
8 April) to test the robustness of the findings that partici-
pants underestimated exponential growth and that fore-
casting could be improved by viewing tables of data. We 
also recruited a subset of the sample from Study 1 to see 
if forecasting would improve with experience performing 
the task given mixed evidence on the effect of experience 
on forecasting (Keren, 1983; Wagenaar & Sagaria, 1975). 
Ten days after launching Study 1 (7 April) we administered 
the online survey again to people in the USA with uPDated 
data to reflect the growth of COVID-19 in the USA from 11 
March to 7 April (Fig. 3a, b). We hypothesized that people 
would underestimate the number of confirmed cases and 
that this underestimation would be greatest for those in the 
graph condition. We also hypothesized that people in the 
graph condition would be more confident in their estimates. 
Pre-registration may be accessed athttps://​aspre​dicted.​org/​
blind.​php?x=​py8qp2

Methods

Participants

We recruited a large convenience sample of 1,180 partici-
pants from Amazon Mechanical Turk to participate in an 
online experiment (M Age: 38.7 years, SD: 11.9; 53.6% 
male, 46.4% female). Half of the recruited participants had 
also participated in Study 1 so we could examine whether 
forecasting would improve with practice. 802 subjects 
remained after applying our exclusion criteria (outlined 
above).

Design

Participants were randomly assigned to data visualiza-
tion groups (Graph N = 379, Table N = 408, Text = 393). 
Approximately half of the participants also participated in 
Study 1 (N = 580) and half of participants did not (N = 600). 
Returning participants were assigned to the same condition 
they had experienced previously. This allowed us to exam-
ine whether participants produced more accurate COVID-19 
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forecasts with more exposure to exponential trends in the 
media, as prior work has shown that experience influences 
forecasting of exponential trends (Keren, 1983).

Materials

The materials were the same as in Study 1, except the five 
data points presented to participants were for the 5 weeks 
preceding 7 April instead of the weeks preceding 27 March 
(Fig. 3a, b).

Procedure

All procedures were the same as those used in Study 1.

Modeling

In addition to the regression models of forecasts, confidence, 
and overestimation used in Study 1, in Study 2 we used a 
similar Bayesian hierarchical regression model to examine 
whether returning participants showed improved forecasting 
performance relative to participants who had not been tested 
previously. The outcome here was forecasting error, which 
we defined as the absolute error (estimate − truth) scaled 
by the truth (absolute error/truth) to normalize the error 
measure across studies and forecast horizons. The model 
used a gamma link function as in the forecast model 
described above. The model included main effects of group 
(table–graph), study (2–1), cohort (returning–new), and 
forecast horizon (6–3 days, 9–6 days), as well as the group 
by study, group by cohort, study by cohort, and group by 
cohort by study interactions. The priors were the same 
as those used in the previous models. The analysis again 
deviates from the pre-registered analysis methods in the 
same aspects discussed in Study 1, thus the following results 
should be considered exploratory rather than confirmatory.

Results

Overall, participants underestimated the number of cases on 
10 April (Punder = 0.83, CI = [0.80,0.87], Mest = 476k cases, seest 
= 3.9k, Truth = 506k) but overestimated the number of 
cases on 13 April (Punder = 0.54, CI = [0.49,0.59], Mest 
= 602k  cases, seest = 8.7k, Truth = 591k) and 16 April 
(Punder = 0.51, CI = [0.46,0.56], Mest = 752k  cases, seest 
= 16.3k, Truth = 678k) (Fig. 2d). On average, the Table group 
was more accurate than the Graph group (Mdiff = 46.5k, βT − G 
=  − 0.06, SD = 0.01, CI = [−0.08, −0.03], PD = 1.0) (Fig. 2d) 
and there was a group by forecast horizon interaction, such that 
the Table group forecasted smaller increases in cases from 13 
April to 16 April than the Graph group (βA16 − A13 ∗ T − G =  − 0.05,  
SD = 0.04, CI = [−0.12, 0.02], PD = 0.93) (Fig. 2d). The two 
groups forecasted similar increases in cases from 10 April to 
13 April (βA5 − M2 ∗ T − G =  − 0.01, SD = 0.04, CI = [−0.08, 0.06]
, PD = 0.64). We found that participants in a text-only control 
group produced very similar forecasts (on average) to those in 
the graph group for 10 April (Text: 476k cases, Graph: 487k, 
Table: 467k), 13 April (Text: 618k, Graph: 625k, Table: 588k), 
and 16 April (Text: 796k, Graph: 807k, Table: 718k). A regres-
sion model comparing forecasts of the Graph and Table groups 
to the Text group revealed that participants in the Table group 
produced lower forecasts compared to participants in the Text 
group (βT =  − 0.05, CI95% = [−0.08, −0.02], PD = 1.0), while 
participants in the Graph group produced forecasts of roughly 
equal magnitude to those in the Text group (βG = 0.01, CI95% 
= [−0.02, 0.05], PD = 0.82).

The Table group was overall less confident (0–100) in their 
forecasts than the Graph group (Mdiff =  − 2.5, βT − G =  − 0.11, 
SD = 0.05, CI = [−0.19, −0.01], PD = 0.99) (Fig. 2f). Partici-
pants were predictably less confident in their more distal fore-
casts as they were less confident about their 13 April forecast 
than their 10 April forecast (Mdiff =  − 6.7, βA13 − A10 =  − 0.27,  
SD = 0.06, CI = [−0.38, −0.16], PD = 1.0) and their 16 April 

Fig. 3   a Stimuli shown to those in the graph condition, b stimuli shown to those in the table condition, c stimuli shown to those in the text-only 
condition along with the diagram in Fig. 1d
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forecast than their 13 April forecast (Mdiff =  − 6.1, βA16 − A13 
=  − 0.24, SD = 0.06, CI = [−0.35, −0.13], PD = 1.0) (Fig. 2f). 
We found that participants in the text-only control group 
reported intermediate confidence (on average) compared to 
participants in the other groups for 10 April (Graph: 57.9, 
Text: 56.5, Table: 54.7) but lower confidence (on average) 
compared to the other groups for 13 April (Graph: 50.6, 
Table: 48.3, Text: 48.0) and 16 April (Graph: 43.9, Table: 
42.4, Text: 40.6). A regression model comparing confidence 
of the Graph and Table groups to the Text group revealed that 
overall participants in the Graph group was more confident 
than the Text group (βG = 0.11, CI95% = [0.01, 0.21], PD = 0.99), 
while participants in the Table group displayed approximately 
equal confidence compared to the Text group (βT = 0.02, CI95% 
= [−0.07, 0.12], PD = 0.69).

Half of the participants in Study 2 had also participated in 
Study 1. Overall, forecasting error (|estimate – truth| / truth) 
was lower for these participants in Study 2 compared to Study 
1 (β2 − 1 =  − 0.67, SD = 0.03, CI = [−0.73, −0.62], PD = 1.0) 
and that forecasting error was greater for the Graph group 
compared to the Table group (βG − T = 0.13, SD = 0.03, CI95% 
= [0.07,0.19], PD = 1.0) (Fig. 4a). Critically, the decrease in 
error from Study 1 to Study 2 was more pronounced for the 
returning participants when compared to participants new 
to the task (non-returning participants in Study 1 and newly 
recruited participants in Study 2) (β2 − 1 ∗ R − N =  − 0.10, 
SD = 0.06, CI = [−0.22,0.01], PD = 0.96) (Fig. 4a). Prac-
tice effects were larger for the graph group compared to the 
table group, leading to a three-way interaction between study 
(2–1), cohort (returning–new), and group (table–graph) 

(β2 − 1 ∗ R − N ∗ G − T =  − 0.10, SD = 0.06, CI = [−0.56, −0.10], 
PD = 1.0) (Fig. 4a). This interaction suggests that practice 
with extrapolating exponential functions from graphs may 
lead to improved forecasting even though our results to this 
point have suggested that forecasting from tables is generally 
better than forecasting from graphs.

Discussion

Despite the prima facie inconsistency of our two studies 
(graphs yielding lower estimates in Study 1 and higher 
estimates in Study 2), one critical pattern was resilient: 
tables facilitated more accurate forecasts than graphs, 
although graphs led to greater confidence in one’s inaccu-
rate forecasts.

Study 2 suggests that by 7 April, Americans began to over-
estimate the growth trajectory of COVID-19. One possible 
explanation for the inconsistencies between Study 1 and Study 
2 is that there were critical differences in the structure of the 
data shown to participants, that is, the linearity/exponentiality 
of the functions. The data from Study 1 are fit better by an 
exponential model (Adjusted R2 = 0.99) than the data of Study 
2 (Adjusted R2 = 0.94), whereas a linear model fits the data 
of Study 2 (Adjusted R2 = 0.84) better than the data of Study 
1 (Adjusted R2 = 0.54). Prior work has shown that underes-
timation of exponential functions increases as the exponent 
increases, which could account for these differing results 
(Wagenaar & Sagaria, 1975) if participants were interpreting 
the function from Study 2 as more linear. Another possibility 
is that this inconsistency may have resulted from increased 

Fig. 4   Forecast training and the link between forecasting and atti-
tudes towards social distancing. Half of our participants in Study 2 
also participated in Study 1. We found that returning participants in 
the graph group produced more accurate forecasts on their second 
attempt than new control participants. Panel A shows the mean per-
cent error of participants forecasts compared to the truth (shown in 
Fig.  2a and b), separately for each Study, data visualization group, 

and cohort (new vs. returning). Error bars reflect standard errors of 
the means. Panel B shows the relationship between the average num-
ber of total cases forecasted and the forecasted time to desist all social 
distancing measures. The variables were ranked to place them on a 
common scale. For clarity, we show means and standard errors of y in 
100 equally spaced bins of x. The green line represents a line of best 
fit for the raw data (not shown)

1372 Memory & Cognition (2022) 50:1363–1380



1 3

awareness of the spread of COVID-19 among the American 
public. Widespread news coverage of COVID-19 may have 
increased exposure to exponential functions, which led to 
overestimation of the future number of cases. Prior work has 
shown that over- and underestimation of exponential and linear 
growth may be influenced by prior experience engaging with 
such functions (Ebersbach et al., 2008; see General discussion 
for further detail).

To disentangle these possibilities, a third study was run 
in which participants were given the task from Study 1 or 
the task from Study 2. If it is the case that mere exposure to 
COVID-19 information and graphs or increased sensitivity 
to exponential growth led to greater estimates in Study 2, one 
may expect that participants would overestimate the number 
of cases regardless of the function shown to them. However, 
if the pattern of over- and underestimation was due to the 
linearity/exponentiality of the data themselves, we would 
expect to replicate this pattern of over- and underestimation.

Study 3

Given that we wanted to show participants the exact stimuli 
from Studies 1 and 2, all mentions of the USA were removed 
from the original news article and replaced with references 
to a “hypothetical country.” The purpose of this was twofold: 
(1) participants would be less tempted to look up the number 
of cases for the dates they were asked to forecast that had 
already occurred at this point, and (2) this would reduce the 
application of COVID-19 information specific to the USA 
to the scenario, such as lockdowns, mask mandates, and 
politicization of the virus, which would allow us to better 
understand how participants are interpreting the data them-
selves without context. If we were to replicate the pattern 
of over- and underestimation observed in Studies 1 and 2, 
this would suggest that it is something about the functions 
themselves that is leading to this pattern. If we consistently 
see overestimation regardless of whether participants view 
the data from Study 1 or Study 2, this would suggest that by 
the time of Study 2 people were generally more sensitive 
to the spread of the virus. We hypothesized that we would 
replicate the finding that tables would lead to more accurate 
estimates than graphs, given that this was consistent across 
Studies 1 and 2. Pre-registration may be viewed at https://​
aspre​dicted.​org/​blind.​php?x=​74SD4t

Methods

Participants

We recruited a large convenience sample of 803 participants 
from Amazon Mechanical Turk to participate in an online 
experiment (M Age: 38.5 years, SD: 12.0; 57.1% male, 

42.9% female). 442 participants remained after applying 
our exclusion criteria (outlined above).

Design

Study 3 used a 2 (timepoints: Study 1 data, Study 2 data) x 
2 (data visualization: graph, table) factorial design. Partici-
pants were randomly assigned to view the data from Study 1 
(Fig. 1; N = 411) or the data from Study 2 (Fig. 3; N = 392) 
and were also randomly assigned to view those data in either 
graphical (N = 203, Study 1 materials; N = 198, Study 2 
materials) or tabular form (N = 208, Study 1 materials; N = 
194, Study 2 materials).

Materials

All materials and questionnaires were the same as those in 
Studies 1 and 2, except for the mention of a hypothetical 
country.

Procedure

All procedures were consistent with Studies 1 and 2 except 
participants were compensated US$0.75 instead of US$1 
after survey completion.

Results

While the analysis methods deviated from what was pre-reg-
istered for Study 3, the following results should be consid-
ered confirmatory considering that we aimed to replicate the 
main findings from Studies 1 and 2, thus it was necessary to 
use the same modelling methods that were implemented in 
Studies 1 and 2. The data for Study 3 were collected before 
the exact analysis methods for Studies 1 and 2 were estab-
lished, which is why Study 3 was pre-registered with the 
same modelling methods pre-registered for Studies 1 and 2.

In the replication of Study 1, in which the presented data 
exhibited more exponential growth, participants under-
estimated the number of COVID-19 cases for 30 March 
(Punder = 0.79, CI = [0.73,0.85], Mest = 161k  cases, SEest 
= 6.85k, Truth = 166k), 2 April (Punder = 0.69, CI = [0.62,0.75], Mest 
= 233k cases, SEest = 10.2k, Truth = 248k), and 5 April (Punder 
= 0.71, CI = [0.64,0.77]) (Fig. 5c). In the replication of Study 2,  
in which the presented data were less exponential, participants  
tended to underestimate the number of COVID-19 cases in the USA  
for 10 April (Punder = 0.84, CI = [0.79,0.90], Mest = 479k cases, SEest 
= 5.29k, Truth = 506k), slightly overestimate the number 
of cases for 13 April (Punder = 0.65, CI = [0.47,0.63], Mest 
= 619k cases, SEest = 13.7k, Truth = 591k), and overestimate the 
number of cases for 16 April (Punder = 0.47, CI = [0.49,0.55], Mest 
= 783k cases, SEest = 21.6k, Truth = 678k) (Fig. 5d).
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Overall, the Table groups were more accurate than the 
Graph groups as they underestimated less in the replica-
tion of Study 1 (Mdiff = 28.2k, βT − G = 0.15, SD = 0.04,  
CI = [0.07, 0.23], PD = 1.0) and overestimated less in the 
replication of Study 2 (Mdiff =  − 19.7k, βT − G =  − 0.04,  
SD = 0.02, CI = [−0.08, −0.01], PD = 0.95) (Fig. 5c, d). 
In the replication of Study 1 we did not replicate the 

finding that graphs led to false confidence as people shown 
tables were more confident in their forecasts than people 
shown graphs (Mdiff = 3.6, βT − G = 0.18, SD = 0.08, CI95% 
= [ 0.02, 0.33], PD = 0.99); however, viewing graphs did 
lead to greater confidence in the replication of Study 2 
(Mdiff =  − 4.4, βT − G = 0.18, SD = 0.08, CI = [ 0.02, 0.33], 
PD = 0.99) (Fig. 5e, f).
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Discussion

Study 3 replicated our previous results when all data were 
collected at the same time point and in the context of a 
hypothetical country. This suggests that it is the structure 
of the data themselves (e.g., linearity/exponentiality) that 
influences whether people over- or underestimate exponen-
tial trends. Viewing tables of COVID-19 data again led to 
more accurate forecasts than viewing graphs of COVID-19 
data regardless of the data structure.

Social‑distancing analyses

To what extent do people’s forecasts relate to their atti-
tudes about social distancing? To provide some insight 
into this question, we conducted an exploratory set of 
rank-correlational analyses with data from Studies 1 and 
2 and found across studies that the greater people’s fore-
casts, the longer they expected social-distancing orders 
to remain in place (Study 1 : τ = 0.15, p < 0.001; Study 2 : 
τ = 0.10, p < 0.001) (Fig. 4b). Forecasted total number of 
cases was also positively correlated with prior (τ = 0.09, 
p < 0.001) and future (τ = 0.06, p < 0.01)  adherence to 
social-distancing measures in Study 1,though there was 
no evidence for these relationships in Study 2 (prior : τ 
=  − 0.01, p = 0.80; future : τ = 0.01, p = 0.72).

Overall, these results suggest that forecasts about the 
cumulative spread of COVID-19 were related to people’s 
attitudes about social distancing in Study 1, and there was 
a marginal relationship between forecasted cumulative 

cases and attitudes about social distancing in Study 2. Why 
the discrepancy between these two studies? To address 
this question, we examined data from the participants who 
participated in both Study 1 and Study 2 (N = 399). What 
we found is that the differential results between Study 1 
and 2 shown above also held within subject. Forecasts 
were positively correlated with all three social-distancing 
measures in Study 1 (all p < .01), but only with the time 
to stop distancing measure in Study 2 (p < .001, other p 
> .3). It is therefore possible that increased COVID-19 
knowledge among the general public attenuated the rela-
tionship between forecasts and social distancing behaviors 
and that the differences between Studies 1 and 2 could 
have resulted from an overall increase in social distanc-
ing by the time data were collected for Study 2. Although 
the difference in time between 27 March and 7 April may 
seem negligible, it is important to note that during this 
time many states were beginning to impose “stay at home” 
orders on their populations. Thus, it is possible that people 
were social distancing more by Study 2 than they were in 
Study 1 depending on their state or county’s guidelines.

In Study 3, the data were shown to participants in the 
context of a hypothetical country. Thus, it is reasonable 
to assume that participants will reason about the state 
of the pandemic in a different country differently than 
they would their own. However, given the discrepancies 
between the Study 1 and Study 2 results, we decided to 
repeat the analyses using data collected from Study 3 for 
the hypothetical-country replication of Studies 1 and 2. 
We found no significant relationships between forecasts 
and future or past isolation for either study (p > .2). How-
ever, in the replication of Study 2 there was a positive 
correlation between forecasts and time-to-stop distancing 
(τ = 0.12, p = 0.017); this relationship was not significant 
in the replication of Study 1 (p = 0.441).

General discussion

This research adds to an existing body of showing that 
people are erroneous when engaging in judgmental fore-
casting by demonstrating that misestimation is impacted 
both by data structure and mode of presentation. While 
our participants were typically more accurate when they 
were forecasting based on data presented in tabular format, 
graphical formats led to a disproportionate confidence in 
estimates. In addition to mode of presentation, the nature 
of trends also impacted whether the trends were over- or 
underestimated. Lastly, we found slight evidence that 
judgmental forecasting accuracy was related to social-
distancing behaviors.

Fig. 5   Results from Study 3 (replications of Study 1 and Study 2). 
People who viewed graphs of COVID-19 growth produced less 
accurate forecasts compared to people who viewed the same data 
in tables. Participants in the replication of Study 1 (N = 215) were 
presented with the data from panel A, in graphical form (shown) or 
tabular form (not shown); Participants in replication of Study 2 (N = 
227) were presented with data from panel B. Participants’ forecasts 
from the replication of Study 1 are shown in panel C. Participants’ 
forecasts from the replication of Study 2 are shown in panel D. The 
black points reflect the “true” total number of confirmed COVID-19 
cases in the USA according to world​omete​rs.​info, accessed on 27 
April 2020. The colored lines show the mean forecasts for partici-
pants in the graph groups (red) and table groups (blue) and error bars 
represent ± 1 standard error of the mean. In the replication of Study 
1 (panel C), participants tended to underestimate the future trend, 
whereas in the replication of Study 2 (panel D), participants tended to 
overestimate the future trend. In both studies, participants who were 
presented tabular data (blue) produced more accurate forecasts. Par-
ticipants’ reported confidence (mean ± SE) in their forecasts is shown 
in panels E and F. Participants were more confident in forecasts from 
tables in the replication of Study 1 (where tables led to more accurate 
forecasts) and more confidence in forecasts from graphs in the repli-
cation of Study 2 (where graphs led to more accurate forecasts)

◂
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Misestimation

Why were the day-9 forecasts predominantly underesti-
mations in Study 1, but overestimations in Study 2? Note 
that in Study 1, participants were presented with data that 
followed a more exponential trend, whereas in Study 2 par-
ticipants were presented with a less exponential trend. In 
light of our successful replication of these results (Study 
3), we reason that the behaviors observed in Studies 1 
and 2 were not due to increased COVID-19 knowledge 
as the pandemic progressed, but instead resulted from the 
structure of the presented data (linearity/exponentiality). 
Consistent with this reasoning, prior work has shown that 
underestimation of exponential growth trends increases 
with an increasing exponent (Wagenaar & Sagaria, 1975; 
Wagenaar & Timmers, 1979). With a larger exponent, par-
ticipants underestimated growth trends, and with a smaller 
exponent, participants actually overestimated growth 
trends. Thus, the most likely explanation for the deviation 
in our findings is that it was the difference in exponential-
ity/linearity of the functions shown to participants that led 
to this inconsistency.

Another factor that influences over- or underestimation 
of exponential functions is prior experience. Ebersbach 
et al. (2008) had children complete an exponential fore-
casting and a linear forecasting task and varied task order. 
They found that children’s understanding was fragile in 
that forecasts were highly influenced by order effects. 
Those who first extrapolated an exponential curve over-
estimated the growth of a linear function and those who 
first extrapolated a linear curve underestimated the growth 
of an exponential function. Given these findings, it could 
be the case that in our Study 1, in which the function was 
more exponential, participants were used to extrapolating 
linear trends (i.e., the “illusion of linearity”), thus produc-
ing underestimates when shown an exponential function. 
By the time of Study 2, participants were more familiar 
with exponential functions given repeated exposure in the 
media; thus, they overestimated the growth of the more 
linear function shown to them in Study 2. However, these 
hypothesized order effects cannot account for why we were 
able to replicate the pattern of under- and overestimation 
from Studies 1 and 2 in Study 3.

Tables versus graphs

Although better accuracy among those shown tables and 
false confidence in those shown graphs are the most robust 
findings in this investigation, the underlying causes of 
the differential effects of tables and graphs on forecast-
ing are less clear. The advantage of tables over graphs for 

forecasting was somewhat surprising, given the rich lit-
erature that may suggest otherwise (Carey & White, 1991; 
Harvey & Bolger, 1996). For example, modern media tend 
to visualize data as graphs, and prior work has shown that 
people work better with visualizations with which they are 
familiar (Coll et al., 1991), and that graphs are more effec-
tive with repeated practice (DeSanctis & Jarvenpaa, 1985). 
Data were shown to participants as trended functions, and 
they were asked to produce short-term forecasts. Prior 
work has shown that graphs are more effective than tables 
for forecasting trended functions and short-term forecasts, 
both consistent with the task employed in the current study 
(Harvey & Bolger, 1996; Lawrence et al., 1985). Thus, it 
is somewhat surprising that tables consistently led to more 
accurate forecasts. One possibility is that the advantage 
of graphs – extracting trends from noisy data – was lost 
in the context of forecasting based on five data points; 
however, prior work suggests that more data do not neces-
sarily mean more accurate forecasting (Wagenaar & Tim-
mers, 1978). It is also crucial to remember that much of 
the prior research has studied graphs versus tables in the 
context of forecasting linear growth. In the context of fore-
casting exponential growth, consistent with our findings, 
prior work has shown that people tend to underestimate 
exponential trends more when shown graphs compared to 
tables (Wagenaar & Sagaria, 1975).

In alignment with these findings, since the inception of 
this work, other researchers have found that showing par-
ticipants raw COVID-19 case counts (not in tabular form) 
for weeks 1, 2, and 3 led to increased forecasting accuracy 
for weeks 4 and 5 compared to viewing graphs of the same 
data (Banerjee et al., 2021). Future research should further 
explore the mechanisms by which tables improve the fore-
casting of exponential functions. One possibility is that par-
ticipants used an advantageous heuristic when interpreting 
tables. Padilla et al. (2018) suggest that interpretations of 
data visualizations are susceptible to visual spatial biases 
that are driven by bottom-up attention, occurring early in 
the decision-making process. It could be that the perceptual 
features of tables make them better for forecasting exponen-
tial growth. For example, participants may be better able to 
see that at each time point ~1 digit is added to the number 
of cases, thus they may adopt the heuristic of adding a digit 
for each forecast, which is equivalent to forecasting expo-
nential growth.

Misestimation and social‑distancing behaviors

Overall, our data suggest that forecasts about the cumulative 
spread of COVID-19 were related to people’s attitudes about 
social distancing in Study 1 and there was a marginal rela-
tionship between forecasted cumulative cases and attitudes 
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about social distancing in Study 2. We found some evidence 
that increased COVID-19 knowledge among the public 
attenuated the relationship between forecasts and social-dis-
tancing behaviors. It is also possible that increased politici-
zation of the virus was driving behaviors in a way that makes 
it difficult to observe the effect of misestimation on social-
distancing behaviors. It is difficult to interpret the Study 3 
social distancing results given that the data were presented in 
the context of a hypothetical country. Our results are mixed, 
however; since the inception of this work, researchers have 
found that exponential prediction biases are associated with 
important COVID-related behaviors such as compliance 
with safety measures and perceived appropriateness of vio-
lating safety measures (Banerjee et al., 2021). In a short 
intervention, Lammers et al. (2020) showed that increasing 
understanding of exponential growth led to increased sup-
port for social distancing. Thus, our results from Studies 1 
and 2 add to the mounting evidence that forecasting virus 
spread is related to preventative behaviors.

It is possible that the relationship observed between 
social-distancing and forecasting behaviors is due to a gen-
eral personality trait, in that more cautious people will over-
estimate the growth of the pandemic and engage in preventa-
tive behaviors. Another interpretation is that understanding 
the magnitude of exponential growth leads to preventative 
behaviors as those who are aware of the exponential trajec-
tory are more likely to understand the importance of slowing 
the spread of the virus. Our results provide evidence that the 
relationship isn’t driven by a general personality trait given 
that for participants who were in both Study 1 and Study 2, 
there was a relationship between forecasts and social-dis-
tancing behavior in Study 1, but not Study 2. Consequently, 
social-distancing behaviors were generally not related to 
forecasts in Study 3, in which participants reasoned about 
data in a hypothetical context that would not affect their 
personal decision to socially distance.

Broader applications

It is important to consider the broader applications of this 
work given that decision-making is often domain specific 
(Chapman, 1996). For example, people tend to engage in 
different cognitive processes when reasoning about health 
versus financial data (Chapman, 1996; Chapman & Johnson, 
1995). Exponential growth bias has been well documented 
across multiple domains, including economics and financial 
decision-making (Levy & Tasoff, 2015) as well as reasoning 
about pandemic-related data (Banerjee et al., 2021; Lam-
mers et al., 2020). Whether tables are better than graphs 
for forecasting other types of data is less clear. While few 
studies have examined tables versus graphs in the context 
of judgmental forecasting, Wagenaar and Sagaria (1975) 
did find that viewing tables of data led to more accurate 

forecasts than graphs when participants viewed data on 
indices of pollution. Thus, we are optimistic that our find-
ings apply to contexts beyond reasoning about health data, 
though future work should further explore this possibility.

Limitations

In this work we focus on forecasting the actual number of 
cases, which is a multivariate problem, and not whether par-
ticipants are able to extrapolate the trend shown to them. It 
is possible that participants were inaccurate in their fore-
casts because they extrapolated the trended series shown to 
them, without accounting for unique variables associated 
with COVID-19 such as lockdown and testing. However, we 
found that participants showed high forecasting error even 
when their estimates are compared to an extrapolation of the 
trend shown to them, with a ~52% forecasting error in Study 
1 and a ~30% forecasting error in Study 2 (see Fig. 6 and 
OSM for more details).

Another possibility is that participants failed to notice the 
difference between the time intervals of the presented data 
(7-day) and the forecasting task (3-day). This issue could 
affect the graph group more than the table group as prior 
work has shown that people often fail to pay close attention 
to graph axes (Lammers et al., 2020). However, if this were 
the case, then our participants (especially the graph group) 
should have consistently overestimated the number of future 
cases – but they did not. Future work could alter elements 
of the graph to try to improve forecasting, such as changing 
the specification of the axes and adding white space to allow 
participants to visually extrapolate the curve. Future work 
could also examine the use of interactive graphical interfaces 

Fig. 6   Forecasting error. Here we show the average % error of partici-
pants forecasts with respect to the predicted values from exponential 
models fit to the data presented in the stimuli. These results show that 
whether error is measured with respect to actual or predicted values, 
forecasting error is quite high
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(Edmundson, 1990). For example, Schonger and Sele (2020) 
found that framing the spread of the disease in terms of dou-
bling times rather than growth rates decreased exponential 
bias, and that reducing this bias was associated with better 
understanding of the benefits of non-pharmaceutical inter-
ventions such as social distancing and mask-wearing.

Another potential limitation of this research is that the 
same dates were used in Study 3 as in Study 1 and 2. It 
is possible that the differing dates may have influenced 
responses in addition to the different shaped growth curves. 
However, if participants were retrospectively considering 
the growth of the virus in weeks past, it is unlikely that par-
ticipants would have continued to underestimate the growth 
of the virus especially given their new knowledge on the 
severity of the pandemic and knowledge that COVID-19 
was growing exponentially at the beginning of the pandemic.

Conclusions

In this investigation we contribute to the literature on data 
presentation in COVID-19 times as well as the more gen-
eral forecasting literature. Our consistent finding that par-
ticipants produced more accurate forecasts when presented 
with tables rather than graphs adds to the sparse literature 
on data presentation and extrapolation of exponential func-
tions, and the finding that viewing graphs led to greater con-
fidence in one’s inaccurate forecasts is, to our knowledge, 
a novel contribution of this research that raises interesting 
questions in settings outside of COVID-19. For example, 
does showing people graphs of saving accumulation lead 
to false confidence in one’s understanding of how savings 
accumulate? Our research also suggests that forecasting may 
be improved with repeated exposure, as participants who 
participated in Study 1 performed better in Study 2 when 
compared to participants without prior experience. We also 
add to the existing literature suggesting that exponential 
growth functions are underestimated depending on the size 
of the exponent, with our consistent finding that participants 
overestimated more linear and underestimated more expo-
nential functions. Lastly, we add to the existing evidence that 
understanding exponential growth of COVID-19 is related 
to social-distancing behaviors.
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