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A B S T R A C T   

Photoacoustic dermoscopy (PAD) is an emerging non-invasive imaging technology aids in the diagnosis of 
dermatological conditions by obtaining optical absorption information of skin tissues. Despite advances in PAD, 
it remains unclear how to obtain quantitative accuracy of the reconstructed PAD images according to the optical 
and acoustic properties of multilayered skin, the wavelength and distribution of excitation light, and the 
detection performance of ultrasound transducers. In this work, a computing method of four-dimensional (4D) 
spectral-spatial imaging for PAD is developed to enable quantitative analysis and optimization of structural and 
functional imaging of skin. This method takes the optical and acoustic properties of heterogeneous skin tissues 
into account, which can be used to correct the optical field of excitation light, detectable ultrasonic field, and 
provide accurate single-spectrum analysis or multi-spectral imaging solutions of PAD for multilayered skin tis
sues. A series of experiments were performed, and simulation datasets obtained from the computational model 
were used to train neural networks to further improve the imaging quality of the PAD system. All the results 
demonstrated the method could contribute to the development and optimization of clinical PADs by datasets 
with multiple variable parameters, and provide clinical predictability of photoacoustic (PA) data for human skin.   

1. Introduction 

Skin is the largest organ of the human body, whose health is closely 
related to the whole body. Skin diseases, one of the most common ail
ments among humans, are characterized by structural and functional 
changes in the tissue components of the skin. Imaging technologies play 
an essential role in dermatology, providing non-invasive means of 
observation and diagnosis, and offering valuable information for clinical 
practitioners [1,2]. Traditional optical dermoscopy, such as confocal 
microscopy and optical coherence tomography, is limited to observing 
only the conformation of the epidermis and superficial dermis due to 
imaging depth constraints. Ultrasound imaging enables visualization of 
the entire skin structure through deep penetration, but its spatial reso
lution and ability to visualize microvasculature are poor, and it is unable 

to obtain metabolism-related biochemical information [3–5]. Photo
acoustic imaging (PAI), an emerging imaging technology with both high 
spatial resolution and deep tissue imaging capabilities, has received 
widespread attention from the biomedical research community [6]. PAI 
is expected to bring more opportunities for the maintenance of skin 
health and the treatment of diseases. 

As an effective application mode of PAI, photoacoustic dermoscopy 
(PAD), an emerging non-invasive imaging technique, can directly 
measure the optical absorption characteristics of tissues, thus facilitating 
the diagnosis of skin diseases [7]. PAD combines the advantages of op
tical and ultrasound imaging. By illuminating short-pulsed laser onto the 
skin, and then receiving the ultrasound signals generated by endogenous 
chromophores (hemoglobin, melanin, lipids, collagen, glucose, etc.), 
PAD can provide clinical practitioners with high-contrast and 
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high-resolution morphological, functional, and pathological informa
tion of the skin, which has great potential in biomedical research and 
clinical applications [8]. In recent years, several PAD systems have been 
developed for imaging melanoma [9,10], café-au-lait macules [11], 
psoriasis [12], and skin blood vessels [13–15]. Despite the progress 
made in PAD research, there is still a lack of research on realistic 
modeling of the optical and acoustic properties of multilayered skin 
tissues for the quantitative accuracy of reconstructed PAD images 
caused by the wavelength and distribution of the excitation light, and 
the acoustic properties of the ultrasound transducer. The reliable 
computational methods can benefit the optimization design of the op
tical and acoustic parameters of PAD equipment. 

Although deep learning has been used for PAI, most deep learning- 
based photoacoustic imaging needs thousands pairs of labeled input- 
output data to train the neural network, especially those applications 
in clinical skin imaging, which requires even larger amounts of data. It 
also should be noted that in many cases the ground truth corresponding 
to the experimental data is inaccessible. In such cases, an efficient 
“learning from computational model” scheme is urgently needed to 
obtain matching datasets. In addition, human skin tissues are multi
layered physiopathological structures with variability in optical ab
sorption and acoustic impedance, which requires a rigorous 
computational model of the physical process of PAI. 

The computational model of PAI, which encompasses both optical 

and acoustic simulations, plays a vital role. Various methodologies such 
as the radiative transfer equation [16], the finite element method [17], 
and the Monte Carlo (MC) method have been employed to simulate the 
scattering and absorption of light in tissues and to capture the distri
bution of luminous flux in tissues. Of these, the Monte Carlo method 
stands out as the gold standard, which is widely used to calculate the 
propagation of light in complex tissue structures [18–20]. However, 
many existing MC algorithms are for simpler layered tissue models 
[21–24]. Most models resort to representing skin as a single or 
triple-layered homogeneous medium, a simplification that often over
looks the intricate optical characteristics of multi-layered skin structures 
[25]. For the simulation of acoustics, tools such as the k-Wave toolbox 
[26] and the finite element method, with platforms like COMSOL, are 
predominant. The k-Wave, in particular, has gained traction due to its 
efficiency and simplicity [27–32]. Despite these advances, the current 
literature has limitations in certain aspects of photoacoustic dermoscopy 
(PAD) simulations, especially models that incorporate the intricate in
teractions between excitation optical fields and detectable ultrasonic 
fields. Furthermore, while multi-spectral PAI computational models 
have been explored [33,34], there is still molecular information on the 
depth- and wavelength-dependent multispectral PAD imaging that has 
not been studied enough for us to make authoritative statements. 

In this study, we propose a photoacoustic hybrid 4D spectral-spatial 
computational model aimed at in-depth analysis of PAD skin structure 

Table 1 
The parameters of skin layers used in the computational model [23,35,43].  

Layer Thickness 
(mm) 

Wk 

(%) 
Bk 

(%) 
Mk 

(%) 
μsRk 

(cm− 1) 
Velocity 
(m/s) 

Density 
(kg/m3) 

Stratum corneum  0.01  0  0  1  80  1540  1500 
Living epidermis  0.08  60  0  10  80  1720  1190 
Papillary dermis  0.1  75  3  1  80  1650  1200 
Upper blood plexus  0.08  75  3.8  0  40  1650  1200 
Reticular dermis  1.2  75  3  0  40  1790  1200 
Deep blood plexus  0.07  75  2.3  0  40  1540  1116 
Subcutaneous fat  3  5  2.1  0  42  1450  971  

Fig. 1. 4D spectral-spatial computational model of skin. (a) Schematic diagram of a seven-layer skin model. SC: stratum corneum, LE: living epidermis, PD: papillary 
dermis, UBP: upper blood plexus, RD: reticular dermis, DBP: deep blood plexus, SF: subcutaneous fat. (b) Flowchart of key steps. (c) 2D simulation diagram. (d) 
Focused Gaussian beam, Bessel beam, collimated Gaussian beam photon distribution. (e) Photoacoustic signals along the dotted lines position in (c). 
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and functional imaging for system optimization. Our model prioritizes 
the simulation of experimental scenarios as much as possible, adopts a 
point-by-point scanning mode based on photoacoustic microscopy, the 
model integrates forward propagation of light based on the Monte Carlo 
method and backward propagation of ultrasound computed based on k- 
Wave, and takes into account the multilayered heterogeneous structure 
of the skin as well as a specific vascular model, which makes the pho
toacoustic physical process of our proposed model on the more accurate. 
Furthermore, we have also incorporated the spectral dimension, 
achieving multispectral PAD imaging and unmixing with multiple beam 
types at varying wavelengths and energy levels. This allows for quan
titative measurement of component intensities, which has the potential 
to greatly aid in disease diagnostic applications [10,34]. In addition, the 
model helps to accurately calibrate subcutaneous optical and acoustic 
distributions, providing a precise and optimized solution for imaging 
multilayered skin tissues using a PAD system. Finally, this study illus
trates how the dataset obtained from our computational model can be 
utilized for neural network training to further break through hardware 
and biological constraints to improve the imaging quality of PAD 
experimental images. 

The remainder of the paper is organized as follows: Section II de
scribes the structure of the 4D spectral-spatial computational model, 
including the optical and acoustic properties of the tissue, the workflow 
of the computational model, the structure of the network model, the 
PAD experimental system and its quantitative optimization method. 
Section III presents a series of experimental results related to the reli
ability of the computational model. Also, the conclusion is summarized 
in Section IV. 

2. Methodology 

2.1. Simulation geometry 

Here, the model defines a three-dimensional voxel grid with a size of 
1 mm × 1 mm × 2 mm and a voxel count of 200 × 200 × 400 in each 
direction. A seven-layer skin model based on the anatomical structure of 
human skin (The skin model consists of seven layers: stratum corneum, 

living epidermis, papillary dermis, upper blood plexus, reticular dermis, 
deep blood plexus, and subcutaneous fat, respectively. The thickness of 
each layer is shown in Table 1.) is constructed, which is modeled as a 
multilayered planar medium [35]. The thermal and optical parameters 
of the multilayered skin tissues do not vary with temperature is assumed. 
Based on the physical, optical, and physiological properties of the cells, 
and the pigmentation content, the skin is subdivided into sublayers on 
the basis of a three-layer skin model [36]. The epidermis can be sub
divided into two sublayers: the stratum corneum and the living 
epidermis. The stratum corneum is thin and flat, composed of dead 
squamous cells, with a high degree of keratinization, high fat and pro
tein content, and relatively low water content. The living epidermis 
contains most of the skin pigments, mainly melanin [37]. The dermis is a 
vascularized layer, with the main absorbers in the visible spectrum 
being hemoglobin, carotenoids, and bilirubin. It can be subdivided into 
four layers: the papillary dermis, the upper vascular plexus, the reticular 
dermis, and the deep vascular plexus [38]. These subdivided layers and 
the subcutaneous adipose tissue layer constitute the seven-layer model, 
which is illustrated in Fig. 1a. The epidermis layer contains no blood 
tissue, and a three-dimensional vascular model publicly available from 
Tetteh et al. [39] is inserted beneath the epidermis layer of the model, as 
an approximation of the skin vasculature. Fig. 1b shows the flowchart of 
the key steps of the model, which is based on photoacoustic microscopy 
to realize PAD imaging, and Fig. 1c shows a two-dimensional (2D) 
schematic of the scanning process. Fig. 1d illustrates the three types of 
beams used in the study and their photon distributions, including 
focused Gaussian beam, Bessel beam, and collimated Gaussian beam. 
Imaging under the focused beam corresponds to confocal 
optical-resolution photoacoustic microscopy while imaging under the 
collimated Gaussian beam corresponds to acoustic-resolution photo
acoustic microscopy. Fig. 1e shows the simulated photoacoustic signals 
along the position of the dashed line in Fig. 1c. 

2.2. Optical properties of tissue 

Skin is a complex multilayered heterogeneous tissue, and the depth 
and direction of light propagation within the skin are determined by the 

Fig. 2. The optical properties of each layer of the skin. (a) The absorption spectra of blood, melanin, and water, as well as the scattering spectra of blood [36,44–47]. 
(b) The absorption spectra of each layer of the seven-layer skin model. (c) Scattering spectrum. (d) Anisotropic factors. 
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optical properties of the various layers of tissue and blood vessels in the 
skin, which are wavelength dependent and vary according to the 
random inhomogeneous distribution of various chromophores and pig
ments [38]. For simplicity, each layer is typically treated as a homoge
neous structure in the computational model, and the optical properties 
vary between layers but remain constant within each layer [28–33]. 
Typically, the optical properties of each skin layer include the absorp
tion coefficient (μa), scattering coefficient (μs), anisotropy factor (g), and 
refractive index (n). The refractive index does not vary significantly 
between layers, and therefore, the refractive index can be set to a fixed 
value of 1.4 for all wavelengths and under all skin layers [40–42]. 

The absorption coefficient of each skin layer is mainly contributed by 
three basic chromophores: blood, melanin, and water. The variation of 
absorption coefficients with wavelength for these three components is 
illustrated in Fig. 2a. Table 1 lists the thickness of each layer and the 
relative amount of the three chromophores. The absorption coefficient 
of each layer μa_k can be calculated by Eq. 1 [23]: 

μa k(λ) = Bkμa blood(λ) + Mkμa melanin(λ) + Wkμa water(λ) + (1 − Bk − Mk

− Wk)μa background

(1)  

Where, k represents the number of layers, λ is the wavelength at which 
the absorption coefficient is being calculated, Bk, Wk, Mk are the volume 
fractions of blood, water, and melanin in the layer, respectively. μa_blood, 
μa_water, μa_melanin and μa_background represent the absorption coefficients of 
blood, water, melanin, and background tissue, respectively. It can be 
considered that μa_background is independent of wavelength and is set as a 
fixed value of 0.15 cm− 1 in the model. The calculated absorption spectra 
of each layer are presented in Fig. 2b. 

The scattering coefficient of each skin layer in the model is mainly 
determined by blood. The variation of the scattering coefficient of blood 
with wavelength is illustrated in Fig. 2a. The scattering coefficient of 
each layer μs_k can be calculated using Eq. 2: 

μs k(λ) = BkCkμs blood(λ) + (1 − Bk)μsTk(λ) (2) 

Where, the correction coefficient Ck is related to the diameter of 
blood vessels, it is assumed that the blood vessels in each skin layer have 
the same diameter, assuming Ck = 0.2. μs_blood represents the scattering 
coefficient of blood. The scattering coefficient μsΤk(λ) of bloodless tissue 
varies with wavelength. In this study, Eq. 3 was used to calculate: 

μsTk(λ) = μsRk

(
577nm

λ

)

(3) 

Where, μsRk is the scattering coefficient at the reference wavelength 
of 577 nm as shown in Table 1. The calculated scattering spectra of each 
layer are presented in Fig. 2c. The anisotropy factor gk(λ) can be 
expressed as Eq. 4: 

gk(λ) =
BkCkμs blood(λ)gblood + (1 − Bk)μsTk(λ)gT(λ)

μs k(λ)
(4) 

Where, gT(λ) is the anisotropy factor of bloodless tissue, obtained 
through Eq. 5: 

gT(λ) = 0.7645 + 0.2355
[

1 − exp
(

−
λ − 500nm
729.1nm

)]

(5) 

The calculated anisotropy factors of each layer are presented in 
Fig. 2d. 

2.3. Computational flowchart 

This section describes the workflow of the 4D spectral-spatial 
computational PAD (Fig. 1b). The first step of the computation is to 
calculate the forward propagation of light in the tissue and the distri
bution of light energy deposition. We use the open-source Monte Carlo 

toolkit MCmatlab to solve this problem. The input beam is simulated by 
emitting photon packets and calculating their paths in the simulated 
body [47]. There are three beams available in the model: focused 
Gaussian beam, Bessel beam, and collimated Gaussian beam (Fig. 1d). 
The beam is incident vertically along the Z-axis of the model, when 
photon packets propagate from one voxel to another, some energy is 
deposited into the voxel based on its absorption coefficient. The 
deposited energy is numerically accumulated in a three-dimensional 
matrix, which is the light energy deposition distribution. The light en
ergy deposition distribution is then converted into an initial pressure 
distribution matrix using Eq. 6: 

p0(r, λ) = Γ(r)μa k(λ)ϕ(r, λ) (6) 

Where, Γ is the Gruneisen parameter, which measures the conversion 
efficiency from light absorption to sound pressure. In the research 
conducted in this article, it is assumed that the homogeneity value of Γ is 
0.2 [48]. μa_k(λ) is the absorption coefficient of the corresponding 
dielectric layer k at position r at wavelength λ. ϕ(r, λ) is the luminous 
flux at position r at wavelength λ. Using the equation, the initial pressure 
values for each grid position in the model are obtained, and the prop
agation of photoacoustic waves to the transducer at each grid position is 
implemented using k-Wave [26]. 

The speed and density of ultrasound for each skin layer related to the 
acoustic computation are recorded in Table 1. The attenuation of 
acoustic waves plays a pivotal role in determining the acoustic proper
ties of tissues. One of the primary contributors to this attenuation is 
acoustic absorption. This frequency (f) dependent attenuation is char
acterized using a power-law model. In the computational model of this 
paper, the acoustic attenuation coefficient of the tissue is taken as 1 f 
1.5dB/cm/MHz1.5. This signifies that the acoustic attenuation escalates 
in proportion to the frequency raised to the power of 1.5 [49,50]. A 
bowl-shaped focused ultrasound transducer is used in k-Wave with its 
focusing direction on the same axis as the center of the incident beam, 
and the center frequency and bandwidth are set accordingly to the 
experimental needs. Firstly, a 3D Monte Carlo optical computation is 
performed on the grid points on the scanning plane to obtain the light 
energy deposition distribution, which is then transformed to obtain the 
three-dimensional initial pressure distribution. Then, a 2D acoustic 
computation is performed on the plane of the scanning points along the 
Y-axis, and this process is repeated to achieve full scanning (Fig. 1c, e). A 
total of 160 × 160 A-line signals are obtained, resulting in a 
maximum-intensity projection image. Generating the light energy 
deposition distribution in the optical model takes approximately 6 s, and 
collecting the raw photoacoustic signals in the two-dimensional acoustic 
model takes approximately 2 s. All calculations are performed on an 
Intel Core i7–10700KF CPU and NVIDIA RTX A2000 GPU. Compared 
with the three-dimensional acoustic model, the scanning method using 
the two-dimensional acoustic model is approximately 30 times faster. 

2.4. Network architecture 

U-Net is an encoder-decoder structure network with skip connec
tions, which helps to preserve the detailed information of the image and 
helps to mitigate the loss of information when recovering the resolution 
in the decoder stage. U-Net has a relatively small number of parameters 
and computational complexity, which makes it faster in training and 
inference and performs well in small sample cases [51]. In order to 
achieve further optimization of systematic imaging based on computa
tionally generated datasets, a modified U-Net architecture is used in this 
study (shown in Fig. S1), where the network accepts a 624 × 624 
grayscale image of skin blood vessels as input, the first layer contains 32 
convolutional filters of size 3 × 3, and two successive convolution op
erations are activated by applying a leaky integer linear unit LReLU 
layer (slope 0.2), and then convolutional operation is implemented 
using a 2 × 2 convolutional layers instead of pooling to achieve down
sampling, which allows the model to learn how best to reduce the spatial 

Y. Gao et al.                                                                                                                                                                                                                                     



Photoacoustics 34 (2023) 100572

5

dimensions rather than relying on fixed operations, while better pre
serving certain features of the original input. The number of filters is 
incremented by powers of 2 up to the bottleneck layer, up to a maximum 
of 512 filters. The output is then upsampled using a 2 × 2 transpose 
convolution to obtain an output of the same size as the input, and then 
two successive convolution operations are applied again. The number of 
channels in each layer is gradually reduced symmetrically. Skip con
nections are added while the corresponding downsampled layer is 
upsampled. Finally, the output image is obtained by 1 × 1 convolutional 
downsampling. The total number of trainable parameters for the 
network is 8115009. The network is trained using the Adam optimizer’s 
mean-square error (MSE) loss function (β1 = 0.8, β2 = 0.999), with the 
learning rate, the number of epochs, and the batch size set to 3e-4, 100, 
and 2, respectively. During the model training process, we evaluate the 
model using the validation dataset periodically to avoid overfitting. We 
evaluated the network performance using mean-square error (MSE), 
mean-absolute error (MAE), peak signal-to-noise ratio (PSNR), and 
structural similarity index (SSIM) on the simulated test dataset. 

2.5. Experimental PAD imaging system 

Fig. 3c shows the PAD imaging system employed for the experiment, 
using a 532 nm Q-switched pulsed laser (Talon 532–40, Spectra-Physics; 
pulse repetition rate of 10 kHz; pulse width of 20 ns) as a light source to 
excite the PA signal. The beam was passed through an optical spatial 
filter system and then coupled into a single-mode fiber with the help of a 
fiber coupler (PAF-X-7-A, Thorlabs Inc.). The fiber output laser beam 
was collimated by a fiber collimator (F240FC-532, Thorlab Inc.). Scan
ning was achieved by a two-dimensional linear motor (LS2–0830, 
JianCheng Technologies Ltd.) driven by a collimated light focused 

through a 5 × objective lens (S Pian Apo HL 5x/0.13, SIGMA KOKI), and 
the signal was received by using a homemade hollow-bowl ultrasonic 
transducer, with a center frequency of 20 MHz and a bandwidth of about 
100%. The laser fluence at the tissue surface was about 18 mJ/cm2, 
which is below the ANSI safety limit of 20 mJ/cm2. During raster 
scanning, the step between the two A-lines was 1 µm. The acquired PA 
signals were amplified by a 50 dB low-noise amplifier (LNA-650, RF 
Bay), and then the amplified PA signals were digitized using a high- 
speed data acquisition card (M4i.4480, Spectrum). The acquired data 
were recorded and reconstructed in real-time by a LabVIEW program. 

2.6. Quantitatively optimal photoacoustic dermoscopy 

The corresponding parameters in the 4D spectral-spatial computa
tional model can be set according to the wavelength, energy density and 
focusing position of the incident beam used in the experimental PAD 
system as well as the frequency characteristics of the ultrasound trans
ducer (Fig. 3a). The settings in this paper match the experimental system 
presented in Section 2.5. Adjusting its parameters based on the imaging 
results calculated by the model, iterating, and eventually feeding back 
relevant information to update the system’s configuration to provide the 
best system parameters for the current application scenario (Fig. 3b), 
thus helping aiding in the optimization of the experimental PAD system 
(Fig. 3c). Meanwhile, the “learning from computational model” schemes 
are used to break through the limitations of hardware and human body 
in the experiments to further improve the imaging performance of the 
PAD system, such as the optimization of imaging resolution and depth. 
To train the spread-spectrum model (Fig. 3d), we set the center fre
quencies of the detectors in the k-Wave acoustic simulation to match the 
20 MHz of the experimental system and the optimized target 60 MHz, 

Fig. 3. The process of using the 4D spectral-spatial computational PAD combined with experiments for dataset acquisition and system optimization for deep learning. 
(a) Relevant parameters can be set before data acquisition, and the distribution of the model optical field and detector acoustic field under a collimated Gaussian 
beam in the model is shown. (b) Feedback on relevant performance optimization parameters is provided to the experimental system after simulating calculation. (c) 
Experimental system. (d) The dataset is used for training the spread-spectrum network model. (e) The dataset is used for training the depth-enhanced network model. 
(f) The low center frequency detector skin imaging results obtained in the experiment are input into the trained spread-spectrum model to obtain the output image. 
(g) The skin imaging results under conventional scattering obtained in the experiment are input into the trained depth-enhanced model to obtain the output image. 
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respectively, and the data enhancement was achieved by horizontally 
flipping the 900 pairs of images generated by the computation. To 
ensure the robustness and generalization of the model, we divided the 
entire dataset into three parts: training, validation, and testing, where 
1400 pairs of images were used for training, 200 pairs of images for 
validation, and 200 pairs of images for testing. For the deep-enhanced 
model (Fig. 3e), we set the optical scattering coefficient of the dermis 
as 1% as the ground truth parameter, and computationally obtained 900 
pairs of images corresponding to the dermis under strong and weak 
scattering, which helps to obtain deeper PAD imaging information, and 
likewise realized the data enhancement by horizontal flipping, whose 
number of the training, validation, and testing sets are also 1400, 200, 
200, respectively. More broadly, the corresponding parameters in the 

computational model are set according to the PAD experimental system 
and the desired experimental results, and the matched datasets are ob
tained for network training and adjusted within a certain range to in
crease the diversity of the data in order to obtain a good generalization 
performance. Finally, by combining the trained network with the PAD 
experimental system, the optimized imaging results after network pro
cessing can be quickly obtained. 

3. Results and discussions 

This section describes experiments on four factors that affect the 
imaging performance of the 4D spectral-spatial computational model, as 
well as the acquisition of the dataset and its application in deep learning. 

Fig. 4. Computational imaging results of (a-c) Focused Gaussian beam, (d-f) Bessel beam, and (g-i) collimated Gaussian beam when the power densities are 6 mJ/ 
cm2, 12 mJ/cm2, and 18 mJ/cm2. (j-l) The 3D imaging results of focused Gaussian beams, Bessel beams, and collimated Gaussian beams with a power density of 
18 mJ/cm2. (m1, m2) Profile intensity along dashed lines 1 and 2 in (a, d, g) with a power density of 6 mJ/cm2. (n1, n2) Profile intensity along dashed lines 1 and 2 
in (b, e, h) with a power density of 12 mJ/cm2. (o1, o2) Profile intensity along dashed lines 1 and 2 in (c, f, i) with a power density of 18 mJ/cm2. (p) The a-line signal 
envelope of three different beams at the same position with a power density of 18 mJ/cm2. 
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Section 3.1 discusses the influence of the type of incident beam and the 
power density on the PAD imaging performance. Section 3.2 describes 
the influence of ultrasound transducers with different center frequencies 
and bandwidths on the PAD imaging performance. Section 3.3 presents 
the imaging results of Gaussian beams focused at different depths 
beneath the skin. Section 3.4 describes the imaging depth under 
different wavelength beams, demonstrating the multispectral imaging 
capability of the model. Section 3.5 discusses the feasibility of gener
ating datasets for neural network training using the model. 

3.1. The influence of the incident beam 

The laser parameters used in PAI can greatly affect the imaging re
sults, and since the calculation of the light energy deposition distribu
tion and ultrasonic back propagation of the computational model is 
performed in a stepwise manner, it can be assumed that the imaging is 
not affected by the laser pulse width. To validate the influence of beam 
focusing and energy on imaging performance in the computational 
model, focused Gaussian, Bessel, and collimated Gaussian beams with 
varying power densities of incident beams at a wavelength of 532 nm 
were used for imaging while the optical and acoustic parameters of the 
model were fixed. The Gaussian and Bessel beams were focused on the 
boundary between the epidermis and dermis layers of the skin model, 
and full scanning was performed on the same vascular network for each 

type of beam. The ultrasonic transducer with a center frequency of 
100 MHz and a bandwidth of 100% was used to receive photoacoustic 
signals to reduce measurement errors in the computational model. 
Fig. 4a-c, d-f, and g-i show the maximum intensity projection results of 
the three types of beams with power densities of 6 mJ/cm2, 12 mJ/cm2, 
and 18 mJ/cm2, respectively. Fig. 4j-l show the three-dimensional im
aging results of the three types of beams with a power density of 18 mJ/ 
cm2. Fig. 5 shows the maximum intensity projection results at different 
depths of the three types of beams with a power density of 18 mJ/cm2, 
in which we could clearly see the difference in imaging depth and res
olution between the three beams. The comparisons in Figs. 4m-p and 5 
show that, with a fixed power density, Bessel beams and collimated 
Gaussian beams can achieve greater imaging depth, while Bessel beams 
have a higher lateral resolution. 

In PAI, the intensity of the PA signal is directly proportional to the 
local optical fluence [52]. Increasing the power density of the incident 
beam directly increases the optical fluence, which enhances the signal 
intensity and amplifies small signals in deeper regions, thereby 
improving the visibility of targets in deeper regions. The imaging reso
lution is closely related to the size of the optical focus [53]. The colli
mated Gaussian beams have the lowest imaging quality due to the lack 
of focus. Both focused Gaussian beams and Bessel beams have excellent 
spot sizes at the focus point, but Bessel beams achieve better imaging 
results due to their larger depth of field [54,55]. This result is consistent 

Fig. 5. Maximum intensity projection results of focused Gaussian beam, Bessel beam, and collimated Gaussian beam at different depths with a power density of 
18 mJ/cm2. (a-c) Maximum projection image from 90 to 200 µm. (d-f) Maximum projection image from 200 to 430 µm. (g-i) Maximum projection image from 430 to 
530 µm. (j) Profile intensity along the dashed lines in (a-c). (k) Profile intensity along the dashed lines in (d-f). (l) Profile intensity along the dashed lines in (g-i). 

Y. Gao et al.                                                                                                                                                                                                                                     



Photoacoustics 34 (2023) 100572

8

with reality and confirms the reliability of the proposed computational 
optical model in this work. 

3.2. The influence of ultrasonic transducer performance 

The human skin generates broadband PA signals ranging from a few 
to hundreds of MHz due to the wide variation in the size of light ab
sorbers. The central frequency and bandwidth of the transducer for 
detection must be selected based on the size of the target [56]. However, 
the improper selection of detection bandwidth and central frequency in 
most PAD studies has resulted in many skin structures being indistin
guishable [57]. 

In this section, under the condition of unchanged optical parameters 
of the model, in order to reduce the impact of beam focusing on imaging 
depth, we investigated the effects of changing the center frequency and 
bandwidth of the ultrasonic transducer on the PAD imaging perfor
mance when using a collimated Gaussian beam for illumination of 
532 nm. The detection sensitivity of the ultrasonic transducer is higher 
near the acoustic focus, and its depth of field mainly depends on the 
center frequency and the numerical aperture of the acoustic lens, typi
cally several hundred micrometers, which is comparable to the depth of 
field of a Bessel beam. The computational model used in this study 
employed a bowl-shaped focused ultrasonic transducer consisting of 
several point detectors on a grid, whose directionality comes from the 

spatial average of the pressure field on the detector surface. The depth of 
field extends along the entire central axis, and it can be assumed that the 
detection sensitivity of the transducer is uniform within the depth of 
field range. 

In this study, the center frequency of the ultrasonic transducer was 
chosen as 20 MHz, 40 MHz, and 60 MHz, and the bandwidth was 
increased from 60% to 100%. The imaging results under different 
combinations of parameters are shown in Fig. 6a-l, and the profile in
tensities along the dashed line in the figures are shown in Fig. 6m-p, 
which show that the axial resolution improves with the increase of the 
center frequency and bandwidth of the transducer. In addition, due to 
the correlation between sound attenuation and frequency, as the central 
frequency of the transducer increases, the visibility of deep blood vessels 
becomes weaker. These imaging results highlight the benefits of using 
ultra-broadband ultrasound detectors in PAD. 

3.3. The influence of laser focusing position 

In imaging and diagnostics of PAD, lateral resolution is critical for 
tissue microstructure studies. Usually, there is a compromise between 
imaging depth and resolution. Imaging resolution can be improved by 
beam focusing, but defocusing occurs when the beam is focused at a 
certain depth under the skin, at which point the imaging resolution 
deteriorates rapidly. Conversely, if the focusing depth is too shallow, the 

Fig. 6. Computational imaging results of ultrasonic transducers at different center frequencies and bandwidths. (a-c) Position 1 with center frequencies of 20 MHz, 
40 MHz, and 60 MHz and a bandwidth of 60%. (d-f) Position 1 with center frequencies of 20 MHz, 40 MHz, and 60 MHz and a bandwidth of 100%. (g-i) Position 2 
with center frequencies of 20 MHz, 40 MHz, 60 MHz, and 60% bandwidth. (j-l) Position 2 with center frequencies of 20 MHz, 40 MHz, 60 MHz, and 100% band
width. (m) PA amplitude along the dashed lines in images (a-c). (n) PA amplitude along the dashed lines in images (d-f). (o) PA amplitude along the dashed lines in 
images (g-i). (p) PA amplitude along the dashed lines in (j-l). 
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imaging depth may not meet the clinical requirements. 
This section discusses the effect of the focusing depth of the incident 

focused Gaussian beam at 532 nm on imaging. The optical parameters of 
the skin model remained unchanged, and the incident beam power 
density was 18 mJ/cm2. The center frequency of the ultrasonic trans
ducer was set to 100 MHz, with a bandwidth of 80%. Full-scan imaging 
was performed at six different depths where the Gaussian beam was 
focused at 0.25 mm, 0.5 mm, 0.75 mm, 1.0 mm, 1.25 mm, and 1.5 mm, 
respectively. Fig. 7a-f show the maximum projection imaging results in 
the X-Y plane at these six different focusing depths, Fig. 7g shows the 
maximum projection results in the X-Z plane, and Fig. 7h and i show the 
normalized profile intensity along the white dashed lines in Fig. 7a-g. As 
the focusing depth increases, the imaging depth is improved within the 
maximum range, but the upper vessels are gradually out of focus, 
leading to a deterioration in the lateral resolution of the imaging. The 
best imaging results were obtained when the depth of focus was 
0.75 mm, which may be because the ultrasound transducer we used in 
the simulation may have the best focus at this particular depth and the 
focused Gaussian beam used still maintains a good spot at this depth due 
to the optical properties of the tissue. However, this observation is not 
necessarily universally applicable in all cases. Different experimental 
systems, different samples, and different experimental conditions may 
affect the determination of the optimal depth of focus. 

3.4. Multi-spectral photoacoustic imaging and spectral unmixing 

Different skin layers have different optical absorption and scattering 
properties for different wavelengths, resulting in different penetration 
depths for each wavelength beam. To further investigate the effect of 
such wavelengths on the penetration depth, an incident collimated 
Gaussian beam was used in this section, and computational measure
ments of imaging depth were made at 50 nm intervals for 15 wave
lengths in the wavelength range from 400 nm to 1100 nm. As shown in 
Fig. 8a, we plotted the fluence rate of incident light at each wavelength 
up to 80%, 60%, 40%, 20%, 10%, and 5% as a function of penetration 
depth. As can be seen from the plots, as the wavelength increases, the 
corresponding penetration depth increases, which is consistent with our 
expected results. This result suggests that in skin imaging applications, 
the selection of appropriate wavelengths can realize deeper imaging. 

Next, the multi-spectral imaging capability of the proposed model 
was verified by simulation experiments. Here, we updated the compo
nents of the vascular structure in the computational model to a combi
nation of hemoglobin (Hb), oxyhemoglobin (HbO2), Lipid, and Glucose. 
The epidermal components only contain lipids, and the variation of 
optical absorption coefficients of wavelength for the four components is 
shown in Fig. 8b. B-scan images were acquired at wavelengths ranging 
from 700 nm to 1100 nm at 25 nm intervals for a total of 17 wave
lengths using a collimated Gaussian beam and an ultrasound transducer 
with a center frequency of 100 MHz and a bandwidth of 100%. Fig. 8c 
shows the imaging results at seven representative wavelengths: 700 nm, 

Fig. 7. The imaging results when the Gaussian beam is focused at 0.25 mm, 0.5 mm, 0.75 mm, 1.0 mm, 1.25 mm, and 1.5 mm. (a-f) X-Y maximum projection image. 
(g) X-Z maximum projection image. (h) PA amplitude along the dashed lines in (a-f). (i) PA amplitude along the dashed lines in (g). 
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800 nm, 900 nm, 950 nm, 1000 nm, 1050 nm, and 1100 nm. It can be 
seen that at the wavelengths of 700 nm and 800 nm, lipids are in the 
absorption valley, which does not show up clearly in the resulting im
ages, and near 900 nm and 950 nm, HbO2 is at the absorption peak, 
which absorbs light more strongly and is shown with higher contrast in 
the image. The multi-wavelength PA data were utilized to decompose 
the absorption spectra of the mixed targets by a non-negative con
strained least-squares algorithm [58] to obtain unmixed images of the 
four components, Hb, HbO2, Lipid, and Glucose, as shown in Fig. 8d-g. 
The unmixing results show a decreasing trend with increasing depth 
because the intensity of the photoacoustic signals produced by each 
component decreases gradually at the depth of the tissue due to the 
consideration of the fluence heterogeneity in the optical forward simu
lation, especially for lower concentrations of glucose. The unmixing 
results were in close agreement with the modeled components. The 
multispectral imaging and unmixing capabilities of the skin computa
tional model are useful for the development and optimization of 
multiwavelength PAD systems, and the analysis of biochemical com
ponents in conjunction with spectral unmixing algorithms can help to 
more accurately diagnose skin diseases. 

3.5. Dataset acquisition and assistance in system optimization 

Deep learning is being widely researched for medical image analysis 

Fig. 8. Multi-spectral imaging and spectral unmixing results. (a)When the fluence rate of incident light reaches 80%, 60%, 40%, 20%, 10%, and 5%, the depth of 
penetration into the skin varies with the wavelength of the incident light. The fluence rate value is taken from the central column of the output fluence rate grid. (b) 
Plots of optical absorption coefficients as a function of wavelength for Hb, HbO2, Lipid, and Glucose. (c) B-scan images at 700 nm, 800 nm, 900 nm, 950 nm, 
1000 nm, 1050 nm, and 1100 nm wavelengths. (d-g) Corresponding spectral unmixing results. 

Table 2 
Quantitative comparison between ground truth and simulated/U-Net output 
images on test dataset in the spread-spectrum model.The metrics are represented 
in the form of mean ± standard deviation.   

MAE MSE PSNR SSIM 

Simulated 
images 

0.0543 
± 0.0077 

0.1562 
± 0.0040 

66.3208 
± 1.0247 dB 

0.8115 
± 0.1418 

U-Net output 
images 

0.0042 
± 0.0009 

0.0001 
± 0.0001 

87.4351 
± 1.9440 dB 

0.9908 
± 0.0016  

Table 3 
Quantitative comparison between ground truth and simulated/U-Net output 
images on test dataset in the depth-enhanced model.The metrics are represented 
in the form of mean ± standard deviation.   

MAE MSE PSNR SSIM 

Simulated 
images 

0.0138 
± 0.0054 

0.0019 
± 0.0018 

77.0055 
± 3.6093 dB 

0.9308 
± 0.0228 

U-Net output 
images 

0.0066 
± 0.0029 

0.0003 
± 0.0004 

84.9128 
± 3.3614 dB 

0.9647 
± 0.0239  
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and processing [59–64]. Most of the deep learning techniques currently 
used in photoacoustic imaging belong to supervised learning. To train 
the network, it is essential to establish a matched dataset that pairs 
ground truth with corresponding measurements. Ideally, datasets should 
be collected through physical experiments based on the same imaging 
system. However, in many cases, it is difficult to obtain the ground truth 
corresponding to the experimental data. In such cases, matching data
sets can be obtained through “learning from computational model” 

schemes [65–67]. The 4D spectral-spatial computational model in this 
paper considers wavelength-dependent optical scattering and can 
calculate the optical and acoustic characteristics of real heterogeneous 
skin tissue, generating multi-spectral photoacoustic skin imaging data
sets under various physical conditions. 

Data acquisition requires setting the relevant parameters according 
to the expected ground truth, including phantom geometry, tissue 
chromophore content, beam properties, tissue optical properties, sensor 

Fig. 9. Network generalization test results. (a) 3D PA image of palm skin. (b) 3D PA image obtained after the spread-spectrum network and the depth-enhanced 
network processing. (c1, c2) X-Y slice images of red dashed line position in the 3D images. (d1, d2) X-Y maximum intensity projection (MIP) of the purple 
dashed range in the 3D images. (e1, e2)Y-Z slice images of blue dashed line position in the 3D images. (f1, f2) X-Z slice images of green dashed line position in the 3D 
images. (g1-g4) Profile intensity along the yellow dashed lines in the slice images. 
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frequency characteristics, etc. This process is shown in Fig. 3a. The 
optimal system parameters are obtained based on the feedback during 
the calculation (Fig. 3b), which can assist in optimizing the experimental 
system (Fig. 3c). Here are two examples illustrating how to implement 
the “learning from computational model” schemes. 

For photoacoustic skin vascular imaging, ultrasound transducers 
with large center frequencies and wide bandwidths are able to capture 
fine structural information of blood vessels and obtain higher axial 
resolution. However, the price of ultrasound transducers is closely 
related to their performance, and in order to reduce the cost of system 
construction and data collection, the image spread spectrum can be 
realized by training the network with simulated data (Fig. 3d). Here, the 
training of the spread-spectrum network was implemented based on U- 
Net and the performance of the network on the test set is shown in 
Table 2. Then it was tested on the experimental PAI data. Again, the 
experimental system used an ultrasonic detector with a center frequency 
of 20 MHz, and the scanned PA images of the skin on the back of the 
author’s hand were fed into the trained spectral spreading network, and 
the axial resolution of the output image and the completeness of the 
image information were significantly improved (Fig. 3f). 

In addition, since photoacoustic imaging depth is largely affected by 
optical scattering and optical removal of human skin is difficult to 
achieve, it is of great significance to train the network to enhance the 
imaging depth by calculated data. The same network architecture was 
used to train the depth-enhanced network (Fig. 3e) to help obtain deeper 
information about PAD imaging. The evaluated parameter values on the 
test dataset are shown in Table 3. The test results on a priori known leaf 
sample are shown in Fig. S3. Further, the depth-enhanced network was 
tested with skin vascularization experimental datas, and the visibility of 
deeper information in the output image was greatly improved (Fig. 3g). 

To examine the generalization of the trained neural network model, 
here the experimentally acquired 3D skin photoacoustic imaging data of 
5 mm × 5 mm × 4.5 mm were sequentially fed into the spread spectrum 
network and depth-enhanced network trained in the above examples 
with the form of X-Z slices, which have different epidermal shapes and 
vascular structures. The slices obtained from the network output were 
reconstructed into 3D images, and Fig. 9 shows the imaging results 
before and after network processing. It can be clearly seen that the axial 
resolution of the image is improved and deeper blood vessels are shown. 
The above experimental results show that the simulated data obtained 
using the PAD computational model proposed in this paper can obtain 
results similar to those of actual skin imaging, and can be used to train 
the network well, thus significantly reducing the training cost. 

4. Conclusion 

In this paper, we proposed and validated a hybrid computational 
method of 4D of spectral-spatial imaging for quantitative PAD, which 
enables structural and molecular computational imaging of blood ves
sels. The method fully considers wavelength-dependent optical scat
tering and can calculate the optical and acoustic properties of 
heterogeneous skin tissue. The computational model integrates two 
open-source toolboxes: MCmatlab for forward propagation Monte Carlo 
model of light and calculation of light flux at each grid position, and k- 
Wave for computation of ultrasonic propagation and reception. By 
adjusting the types of incident beams, the optical focusing depth, the 
center frequency, and the bandwidth of the ultrasound transducer, im
aging experiments were performed to demonstrate that the computa
tional model can calculate the effects of actual optical and acoustic 
parameters on photoacoustic imaging and validate its 3D imaging 
capability. The molecular information obtained for depth- and 
wavelength-dependent multi-spectral PAD imaging through multi- 
spectral imaging of Hb, HbO2, Lipid, Glucose, and least-squares 
unmixing of mixed components. In addition to the above experiments, 
the phantom structure, optical and acoustic parameters can be flexibly 
set according to the needs to realize the calculated imaging under 

various possible variations of multi-scenarios, including skin color, skin 
thickness, blood vessel number, size and shape, and tissue thickness. The 
feasibility of simulated datasets generated by computational modeling 
for neural network training was also demonstrated, helping to solve the 
major challenge of deep learning techniques in photoacoustic skin im
aging that cannot obtain ground truth in many cases, with the potential 
to further improve the imaging quality of the PAD system through image 
reconstruction, information processing, and artificial intelligence 
methods. 

In summary, this study provided a comprehensive investigation of 
the photoacoustic mechanisms in skin tissue, laying a theoretical foun
dation for the application of photoacoustic imaging detection technol
ogy in skin disease diagnosis and treatment, providing a reference for 
the improvement of treatment protocols, which is crucial for under
standing the photoacoustic properties of dermatological diseases and 
subcutaneous tissues, interpreting and quantifying the diagnostic data as 
well as evaluating therapeutic and surgical protocols, and also providing 
a powerful tool for the performance of PAD devices in preclinical and 
clinical applications. In addition, the PAD computational model pro
posed in this work can simulate skin tissue, and imaging for specific 
applications and generate corresponding datasets on a large scale, 
contributing to the artificial intelligence applications in the PAD field. 

Finally, it should be mentioned that, although the “learning from 
computational model” schemes remove the reliance on large amounts of 
labeled experimental data, the inconsistency between the image for
mation model and the actual experimental conditions leads to additional 
“domain adaptation” challenges. Although in this work we have 
demonstrated how the model can be utilized to obtain ground truth 
datasets that are difficult to access in experiments for neural network 
training, in practice, extending the computational model can be chal
lenging due to a limited understanding of experimental perturbations, 
such as various noises, aberrations, vibrations, and motion artifacts, and 
the challenge of not being able to realistically and comprehensively 
reflect the real experimental system still exists. In future work, we will 
strive to address the approximate modeling related to these factors and 
extend the application scenarios of computational models. 
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