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A B S T R A C T   

Background: Response adaptive randomization is popular in adaptive trial designs, but the literature detailing its 
execution is lacking. These designs are desirable for patients/stakeholders, particularly in comparative effec
tiveness research, due to the potential benefits including improving participant buy-in by providing more par
ticipants with better treatment during the trial. Frequentist approaches have often been used, but adaptive 
designs naturally fit the Bayesian methodology; it was developed to deal with data as they come in by updating 
prior information. 
Methods: PAIN-CONTRoLS was a comparative-effectiveness trial utilizing Bayesian response adaptive randomi
zation to four drugs, nortriptyline, duloxetine, pregabalin, or mexiline, for cryptogenic sensory polyneuropathy 
(CSPN) patients. The aim was to determine which treatment was most tolerable and effective in reducing pain. 
Quit and efficacy rates were combined into a utility function to develop a single outcome, which with treatment 
sample size, drove the adaptive randomization. Prespecified interim analyses allowed the study to stop for early 
success or update the randomization probabilities to the better-performing treatments. 
Results: Seven adaptations to the randomization occurred before the trial ended due to reaching the maximum 
sample size, with more participants receiving nortriptyline and duloxetine. At the end of the follow-up, 
nortriptyline and duloxetine had lower probabilities of participants that had stopped taking the study medica
tion and higher probabilities were efficacious. Mexiletine had the highest quit rate, but had an efficacy rate 
higher than pregabalin. 
Conclusions: Response adaptive randomization has become a popular trial tool, especially for those utilizing 
Bayesian methods for analyses. By illustrating the execution of a Bayesian adaptive design, using the PAIN- 
CONTRoLS trial data, this paper continues the work to provide literature for conducting Bayesian response 
adaptive randomized trials.   

1. Background 

Adaptive trial designs, unlike fixed trial designs, allow scheduled 
reviews of the accumulating data while the trial is ongoing for pre
specified changes to flexible components of the trial without under
mining its integrity or validity [1–3]. Research using response adaptive 
randomization in clinical trials developed as a solution to the ethical 
dilemma that participants in a fixed trial will benefit from the new 
treatment only by a fixed chance throughout the trial [4]. Response 

adaptive randomization, which optimizes the allocation probabilities to 
favor the treatment performing better, is a clinical trial design that has 
grown in popularity over the last few decades [5–7]. The launch of the 
groundbreaking I-SPY2 [6] clinical trial and the guidance from the U.S. 
Food and Drug Administration (FDA) in 2010 [8] boosted the use of 
adaptive clinical trials. In 2012, the Patient-Centered Outcomes 
Research Institute (PCORI) adopted specific policies and guidelines to 
encourage the use of these Bayesian adaptive designs in comparative 
effectiveness trials [9]. The FDA released updated guidance in 2019 for 
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sponsors and applicants on the appropriate use of adaptive designs for 
clinical trials to provide evidence of the effectiveness and safety of a 
drug [10]. 

There are potential advantages that adaptive designs can provide 
over a non-adaptive design due to the fundamental property that allows 
the trial to adjust to information that was not available when the trial 
began [11]. Some of these benefits include statistical efficiency (greater 
chance to detect a true drug effect, providing the same statistical power 
with smaller expected sample sizes), ethical considerations (stopping 
early, more participants receiving the more effective drug), improved 
understanding of drug effects, and acceptability to stakeholders 
[10–13]. Many adaptive designs have often been applied in clinical trials 
using frequentist approaches [13,14], but further advantages to trial 
design and analysis can be gained by using Bayesian methods [15]. 
Adaptive designs naturally fit the Bayesian methodology as it was 
developed to deal with new data as they come in by updating the prior 
information using hierarchical methods [16]. The Bayesian approach 
allows the use of different sources of information, such as intermediate 
and endpoint assessments, while providing direct probability statements 
about the treatment effect, which can offer insight to clinicians on the 
likelihood that they are using the best therapy [12,17]. Bayesian 
adaptive designs can also make use of simulations to evaluate the 
equivalent frequentists operating characteristics, power, and type I error 
rate, while the inference is not affected by the number or timing of 
interim analysis [17,18]. Efforts to promote Bayesian approaches and 
provide details on the execution of these response-adaptive randomized 
clinical trials are necessary. 

One such example of a Bayesian response adaptive randomized 
clinical trial that was designed during the boost in these outcomes- 
driven adaptive trials is PAIN-CONTRoLS [19]. A previous paper 
(Brown et al., 2016, Trials) provides much of the design details and 
technical processes involved in running an adaptive design (a “how to” 
paper) [20]. This paper continues on the work of the “how to” paper by 
providing its execution with the actual trial data and detailed results of 
the interim and final analyses demonstrating the response adaptive 
randomization throughout the duration of the trial. We hope this paper 
will continue to fill the void in the adaptive trial design literature by 
illustrating the execution of a Bayesian adaptive design using the 
PAIN-CONTRoLS data. 

2. Methods 

2.1. Study information 

The Patient Assisted Intervention for Neuropathy: Comparison of 
Treatment in Real Life Situations (PAIN-CONTRoLS) trial was a 
comparative effectiveness study utilizing a Bayesian adaptive design 
with response adaptive randomization to one of four drugs for crypto
genic sensory polyneuropathy (CSPN) participants [19,21]. There were 
no prior studies that compared the effectiveness of medications in con
trolling pain for participants with CSPN. The primary aim of this study 
was to determine which study drug was most tolerable and effective in 
providing pain relief and improving the quality of life in participants 
with CSPN. The study was a prospective, randomized, comparative 
effectiveness adaptive design trial with participants who did not have 
diabetes and in whom no other cause for neuropathy had been found. 
The four drugs we compared in this study were nortriptyline, duloxetine, 
pregabalin, and mexiletine. These four drugs are commonly prescribed 
by physicians caring for patients with CSPN. While none of the four 
medications are FDA approved for CSPN, pregabalin, and duloxetine are 
FDA approved for diabetic peripheral neuropathy, but mexiletine and 
nortriptyline are often used in U.S. clinics to treat painful neuropathy. 
We chose a Bayesian Adaptive Design with participant burden and ef
ficiency in mind. Our trial also included an added layer of complexity by 
randomizing participants across 40 sites around North America. The 
results from this study gave patients and doctors meaningful, practical 

information to guide them in selecting the drug for pain that may be the 
most effective while having the fewest side effects, which otherwise 
would result in stopping the medication [21,22]. 

2.2. Outcome 

Pain is a major symptom for patients with CSPN. As is the practice in 
most clinics, we chose improvements to a participant rating on a Visual 
Analog Scale Likert pain assessment as the main endpoint with 0 repre
senting no pain and 10 representing severe pain. Patients and the Patient 
Advisory Board consistently voiced their endorsement of pain as a 
central study measure, recognizing that participants’ lack of pain relief 
contributes to medication quits, poor quality of life, diminished abilities 
to engage in desired daily activities as well as having a negative impact 
on their emotional wellbeing. Thus, the outcome of the study is a utility 
function that reflects a combination of two measures, treatment efficacy, 
and quit rates. At follow-up, a participant would be categorized into one 
of three levels: treatment quit; treatment efficacious and non-quit; or 
treatment non-efficacious and non-quit. Specifically, a treatment for a 
participant was deemed efficacious if they reported a 50 % or more 
reduction in the pain scale from the baseline visit to the 12-week visit. 
The treatment efficacy was the percentage of participants that were 
efficacious and non-quit and the second measure was the observed 
percentage of participants who quit treatment before the study endpoint 
(i.e., 12-week) visit for any reason or were lost to follow-up. Thus we 
have three levels of the outcome variable (quit, treatment efficacious 
and not quit, treatment not efficacious and not quit). To develop a single 
primary outcome measure, we combined efficacy rates and quit rates 
into a single utility function, described below [20,23]. 

2.3. Longitudinal statistical modeling for interim analyses 

Study participants were randomized to one of four drugs, and pain 
was measured at 4 and 8 weeks, in addition to our 12-week primary 
endpoint. Each participant was rated at each measurement time as either 
staying on the drug or quitting the drug due to lack of efficacy or adverse 
side effects. If the participant maintained on the drug, it was determined 
whether the drug was considered efficacious, if observed at least a 50 % 
reduction in pain from baseline, or not. For each interim analysis, we 
utilized Bayesian response adaptive randomization based on 12-week 
participant outcomes by using a Bayesian model to predict the 12- 
week participant outcomes using the 4- and 8-week follow-up visits 
for any incomplete participants for the interim analyses. The updated 
randomization ratios depended on the accumulating information in the 
trial and the treatment sample size. 

A conditional multinomial model was created for the prediction 
between the two early follow-up time-period response values and the 
final 12-week values. The Bayesian model was built to learn from the 
accruing information and utilize the information from participants with 
incomplete information to the extent that the 4- and 8-week values are 
predictive of the 12-week values. A separate version of the model was 
used for each time period. Thus if a participant only had 4-week data the 
4-week Bayesian longitudinal model performed the multiple imputation 
of the final 12-week values. If the participant had 8-week data the 8- 
week Bayesian longitudinal model was used for the multiple imputa
tion. The multinomial models were used only on participants who stayed 
on medication, as after a participant quit a medication, subsequent 
follow-ups are also quit. We label the response for participant i at weeks 
4, 8, and 12 as vectors of length three, Yi,4, Yi,8, and Yi,12, respectively, 
with each component of the three-dimensional vector representing a 1/ 
0 corresponding to the three levels of participant outcome at the follow- 
up: participant quit, efficacious and non-quit; or non-efficacious and 
non-quit. Fairly weakly informative priors were provided for the con
ditional multinomial models, and details are provided in Brown et al. 
[20]. 
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2.3.1. Primary analysis statistical model 
The response for participant i, at the 12-week visit, is a three- 

dimensional vector, Yi,12, that follows a multinomial distribution with 
parameters, θai, where ai ∈ {1,2,3, 4} is the treatment arm for partici
pant i, and θa is a three-dimensional vector for arm a that represents a 
response to pain medication (rates of quit; not quit and efficacious; not 
quit and not efficacious; [θQa, θEa, θNa].) Uniform priors were provided 
[θa] ~ Dirichlet (1/3,1/3,1/3) [23]. Using the 12-week data and the 
prior probabilities, we used Markov Chain Monte Carlo (MCMC) com
putations using R[24] to obtain the Bayesian posterior distributions of θa 
at each interim and the final analysis. 

2.3.2. Bayesian quantities of interest 
To measure the performance of a treatment, the posterior probabil

ities of the quit and efficacy components of θa are combined to get a 
utility, Ua, for the ath drug. The formula is Ua = 0.75θEa + (1-θQa), where 
θQa and θEa represent the posterior probabilities for the quit rate and 
efficacy rate, respectively, for drug a ∈ {1,2, 3,4}. The following 
Bayesian quantities are used for the adaptive design and are calculated 
at each interim analysis. The treatment with the highest utility was 
denoted UMAX. As the trial was ongoing, we didn’t know which treat
ment was best, so we estimated the probability each treatment was the 
best, PMAX

a using MCMC. Specifically, PMAX
a = Pr(Ua = UMAX) =

Pr(Ua > UX;Ua > UY ; and Ua > UZ) where X, Y, and Z represent the 
treatments other than a. 

2.3.3. Bayesian adaptive design for PAIN-CONTRoLS 
The goal of the adaptive randomization was to allocate more par

ticipants to the better-performing treatments and learn about which 
treatment was most effective and tolerable. After a burn-in period in a 
0.25:0.25:0.25:0.25 allocation ratio for the first 80 participants ran
domized, a vector of probabilities, q = (q1, q2, q3, q4), was updated to 
favor those drugs most likely to be the best. A burn-in period with equal 
randomization helps to avoid extreme randomization probabilities. This 

randomization allocation vector of probabilities is based on the posterior 
distribution of the utility function for each arm. Let na be the number of 
participants enrolled in arm a and V(Ua) be the variance of the posterior 
probability of the utility for arm a ∈ {1,2,3, 4}. The information for 

each treatment is defined as Ia =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

PMAX
a V(Ua)/(na + 1)

√

and the 
randomization probabilities are proportional to Ia given the probability 
vector, q, such that: qa = Ia/

∑
Ia. The interim analyses and allocation 

updates occurred again after 100 participants had endpoint data (quit or 
12-week follow up) and then every 13 weeks until the study stopped for 
success or the total accrual of 400 was met. The study would stop for 
early only for success if the probability a treatment was best was >.925 
for one treatment at any interim analysis after 100 participants end 
point data. There was no early futility or arm dropping in this adaptive 
design. For the final analysis, a treatment would be most effective and 
tolerable if the probability that treatment was best is > 0.925, or a 
treatment would be deemed a loser if the probability that treatment was 
best <0.01. 

3. Results 

3.1. Trial execution 

Between December 1, 2014, and June 14, 2017, 402 participants 
with CSPN were enrolled in the study, with the last participant’s follow- 
up occurring in October 2017. The initial adaptation to the randomi
zation was preplanned to occur after the burn-in phase when 20 par
ticipants had been randomized to each treatment arm. Accrual was slow 
at the beginning, so this did not occur until more than one year after the 
first enrollee, but as shown in Table 1 occurred in December 2015. 
Table 1 provides details regarding the timing of each adaptation, the 
progression of each treatment’s sample size, the Bayesian quantities for 
the posterior probability that each treatment was best, and the subse
quent adaptation probabilities for the next cohort of participants. At 

Table 1 
Progression of sample size, utility, and randomization probabilities during the trial.   

Nortriptyline n = 134 Duloxetine n = 126 Pregabalin n = 73 Mexiletine n = 69 Total 
N = 402 

First Adaptation – 12/2015, N 20 20 20 20 80 
Completersa, N 12 9 9 9 39 
Prob. Treatment has best utility 0.27 0.01 0.06 0.66  
Adaptation randomization probs. 0.35 0.07 0.17 0.40  
2nd Adaptation – 03/2016, N 43 24 32 32 131 
Completersa, N 26 22 26 27 101 
Prob. Treatment has best utility 0.33 0.36 0.20 0.10  
Adaptation randomization probs. 0.24 0.40 0.21 0.16  
3rd Adaptation – 06/2016, N 47 41 38 37 163 
Completersa, N 44 25 33 33 135 
Prob. Treatment has best utility 0.45 0.25 0.15 0.15  
Adaptation randomization probs. 0.28 0.30 0.21 0.22  
4th Adaptation – 09/2016, N 59 50 46 40 195 
Completersa, N 48 42 37 38 165 
Prob. Treatment has best utility 0.27 0.61 0.06 0.06  
Adaptation randomization probs. 0.26 0.43 0.14 0.17  
5th Adaptation – 12/2016, N 74 75 52 49 250 
Completersa, N 61 55 43 46 205 
Prob. Treatment has best utility 0.43 0.47 0.10 0.01  
Adaptation randomization probs. 0.34 0.37 0.20 0.09  
6th Adaptation – 03/2017, N 92 96 62 55 305 
Completersa, N 75 78 56 49 258 
Prob. Treatment has best utility 0.66 0.29 0.03 0.02  
Adaptation randomization probs. 0.46 0.29 0.12 0.13  
7th Adaptation – 06/2017, N 127 121 72 67 387 
Completersa, N 99 97 63 56 314 
Prob. Treatment has best utility 0.36 0.57 0.06 0.01  
Adaptation randomization probs. 0.31 0.40 0.19 0.10  
Final Analysis – 10/2017, N 134 126 73 69 402 
Prob. Treatment has best utility 0.52 0.43 0.05 0.00   

a Count of participant’s that had outcome variable (12-week) data at time of interim analysis. 
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each interim analysis, a blinded Data Safety Monitoring Board report 
was generated and sent to the DSMB members to review. The report 
contained the information in Table 1, the screen-fail information, and 
safety information for effects reported by patients. 

The assessment of stopping the trial early due to success occurred 
after 101 subjects had endpoint data; by that time, there were 131 
subjects randomized. All subsequent interim analyses occurred every 13 
weeks after. There was a total of seven adaptations to the randomization 
sequence occurring before the trial ended due to reaching the maximum 
sample size. Fig. 1, plots (a), (b), and (c) visually display the information 
that can be found in Table 1. The first interim analysis shown both in 
Table 1 and Fig. 1(a) demonstrates the importance of implementing a 
burn-in period and stringent stopping criteria in an adaptive trial design. 
At the initial adaptation to the randomization after the burn-in, the 
probability that duloxetine was best was found to be 0.01, but there 
were only 41 of the 80 participants had endpoint data, well under the 
100 endpoints needed to stop set in the protocol. By the next interim 
analysis, more endpoint data provided more information about the 
better-performing treatment drugs. 

Fig. 1(a) makes it clear that nortriptyline and duloxetine fluctuated 
between having the best utility throughout the study, while pregabalin 
and mexiletine continuously performed worse than both nortriptyline 
and duloxetine. Thus, due to the adaptive randomization used, the study 
has unbalanced treatment arms with fewer participants being random
ized to pregabalin and mexiletine as we moved through the adaptive 
randomization eras due to the small probability of those two treatments 
having the best utility, Fig. 1(b) and (c). The total sample sizes for 
nortriptyline and duloxetine were larger, with 134 and 126 participants, 
respectively, compared to the sample sizes of pregabalin (73) and 
mexiletine (69). 

Despite the unbalanced treatment arms, all four therapy groups were 
well-matched for baseline characteristics [19]. Overall, the mean age 
was 60.1, and 53 % of the subjects were men. Most of the cohort were 
non-Hispanic (94.3%) and white (85.3 %). The primary endpoint mea
sure, Likert pain scale scores (range of possible values is 0–10), were 
similar at baseline across the four groups with a mean of 6.87, 6.73, 
6.44, and 6.54, respectively. For each interim analysis, any available 
follow-up data were used to estimate transition probabilities from 

Fig. 1. Progression of sample size, utility, and randomization probabilities during the trial. Posterior probabilities each treatment is best (a), the subsequent allo
cation probabilities (b), and the sample size for each treatment at each of the interim analyses (c). 
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outcome at an early time point to final outcome using the longitudinal 
modeling that predicted participants’ week 12 data from data at earlier 
time points (weeks 4 and 8). For the final data analysis, all endpoint data 
(week 12) were used in the utility function, and per the protocol, par
ticipants that were lost to follow-up were imputed as quits. Table 2 
shows the posterior probabilities for the quit, efficacy, and 
non-efficacious rates for each of the four treatments at the final analysis. 
The utility of each treatment with the 95 % Bayesian credible interval 
(BCI) and the probability that the treatment is the best was calculated 
using the estimated quit and efficacy rates. 

At the end of the 12-week follow-up period, nortriptyline and 
duloxetine had the lowest probability of participants that had stopped 
taking the study medication, with 38 % and 37 % quitting, respectively. 
Mexiletine had the highest quit rate, with many participants quitting 
due to gastrointestinal side effects [19]. Participant-reported side effects 
were the primary reason for quitting nortriptyline and duloxetine, too. 
There were many reasons for quitting among participants that were 
randomized to pregabalin, including side effects and cost due to lack of 
insurance coverage. Again, any participant that observed at least a 50 % 
reduction (i.e., 6 to 3) in the pain scale was deemed as efficacious. 
Pregabalin had the lowest rate of efficacious participants, with only 15 
% achieving a 50 % reduction in the VAS pain scale. All three other 
medications had similar efficacy rates, with nortriptyline observing the 
highest rate of 25 %. These estimated quit and efficacy rates provided 
the final probability that each treatment was best. Per the protocol, we 
could define any treatment as being the best if the final probability for 
any treatment was >0.925 or a loser if the probability was <0.01. As 
Table 2 shows, we were able to define mexiletine, with a very high quit 
rate and very low efficacious rate, as a loser or a drug that clinicians 
should not recommend to patients with CSPN. For the participants that 
did not quit medication, see the performance of the secondary outcomes 
for mexilitine [22]. 

4. Conclusion 

Response adaptive randomization trials have grown rapidly in the 
last few decades, especially those utilizing Bayesian methods for ana
lyses. Bayesian adaptive trials can be challenging to design and more 
difficult to implement than a fixed trial design [25,26]. Even though 
adaptive trials have grown rapidly, the literature detailing the execution 
and processes involved in running these trials is severely lacking. We 
have provided a thorough description that details each stage of this 
Bayesian response-adaptive study.-Some challenges we faced along the 
way of utilizing response adaptive randomization include timing of the 
interim interfering with subject recruitment and vacation schedules and 
unexpectedly slow recruitment. We alleviated some of the timing issues 
by working closely with the sites to ensure we would not interrupt any 
potential recruitment, performing some of the updates to the randomi
zation table in the evening outside of clinic hours, and collaborating 

with our team to delegate if someone was out of office. 
Bayesian methods and adaptive designs are particularly beneficial in 

comparative effectiveness research where the effect size between 
treatments might be smaller compared to a placebo-controlled trial [26]. 
For future work, suppose we started the next trial, another comparative 
effectiveness with response adaptive randomization, and kept nortrip
tyline and duloxetine but added six new treatment drugs [27]. We could 
make use of the time-adjusted Bayesian drift model, Bayesian Time 
Machine, to bridge the results from the original PAIN-CONTRoLS [19] 
trial to the hypothesized next trial looking at six new treatments and 
make conclusions regarding the most effective or least effective medi
cations as well as if any potential temporal trends occurred during or 
between the two comparative effectiveness studies [28–30]. 

We hope this paper begins to serve in filling the gap in the literature 
that provides details on the implementation and execution of response- 
adaptive randomized trials, specifically using Bayesian modeling 
methods. 
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