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Temperature dependence of 
phonon-defect interactions: 
phonon scattering vs. phonon 
trapping
M. B. Bebek, C. M. Stanley, T. M. Gibbons & S. K. Estreicher

The interactions between thermal phonons and defects are conventionally described as scattering 
processes, an idea proposed almost a century ago. In this contribution, ab-initio molecular-dynamics 
simulations provide atomic-level insight into the nature of these interactions. The defect is the 
Si|X interface in a nanowire containing a δ-layer (X is C or Ge). The phonon-defect interactions are 
temperature dependent and involve the trapping of phonons for meaningful lengths of time in defect-
related, localized, vibrational modes. No phonon scattering occurs and the momentum of the phonons 
released by the defect is unrelated to the momentum of the phonons that generated the excitation. The 
results are extended to the interactions involving only bulk phonons and to phonon-defect interactions 
at high temperatures. These do resemble scattering since phonon trapping occurs for a length of time 
short enough for the momentum of the incoming phonon to be conserved.

The transport of energy through materials occurs via charge carriers (usually electrons) and atomic vibrations 
(thermal phonons). The phonon contribution involves the out-of-equilibrium coupling of the normal vibrational 
modes of the system. It is well known that the presence of defects reduces the flow of thermal phonons. ‘Defect’ 
refers here to any disruption to the perfect crystal: impurities, grain boundaries, interfaces, surfaces, etc. The 
present contribution is a first-principles study of phonon-defect interactions. They involve the coupling between 
delocalized (bulk-related) and localized (defect-related) vibrational modes.

The origin of Phonon Scattering. The first description of phonon-defect interactions was published by 
Peierls1 in 1929. A few years later, the word ‘phonon’ was invented2 but it would not become widely used for 
another two decades. Peierls visualized propagating ‘lattice waves’ and thought of defects as (static) perturbations 
to the perfect crystal. He proposed that they scatter lattice waves. A few years later, Casimir3 argued that surfaces 
also reduce heat flow by scattering such waves. It was not fully recognized at the time that defects profoundly 
affect the properties of the material. Defect physics as a field of research emerged only after World War II with the 
advent semiconductors.

By the 1960s, lattice-wave scattering had become phonon scattering. This was theoretically refined by 
Klemens4, Ziman5, and Callaway6 and scattering lifetimes were associated with the interactions between 
host-crystal phonons – normal (n) and Umklapp (U) scattering – as well as between thermal phonons and grain 
boundaries (gb), impurities (i), and other defects. The phonon lifetime τ  is obtained from Matthiessen’s rule 
1/τ  =  1/τ n +  1/τ U +  1/τ gb +  1/τ i +  …  This description ignores the dynamic properties of defects. Phonon-defect 
scattering has become the accepted way to think. Such interactions preserve the momentum of the incoming 
phonon and are often assumed to be elastic as well (see ref. 7 for a recent review). Some authors argued8 that the 
defect’s degrees of freedom should not be ignored, but the calculation of normal vibrational modes for a defect 
embedded in a crystal involved dynamical matrices far too large to be computationally tractable at that time.

Phonon trapping. Decades of experimental and theoretical studies of defects in semiconductors have 
shown that defects are associated with low- and high-frequency vibrational modes. Many of them are observed 
by infra-red absorption or Raman spectroscopy9, or produce phonon sidebands in photoluminescence spectra10. 
Transient-bleaching spectroscopy studies11–13 have shown that the excitations of high-frequency impurity-related 
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modes survive for substantial lengths of time and often exhibit unusually large isotope effects13,14. These results 
have been explained13–16 with ab-initio MD simulations using the ‘supercell preparation’ scheme (see below).

A compilation of measured vibrational lifetimes vs. the estimated order of the decay, known as the 
‘frequency-gap law’17, has shown that one-phonon processes (resonant coupling) occur within a few tenths of a 
ps, while two- and three-phonon processes involve 5–10 ps and over 80 ps, respectively. Similar times scales are 
expected for both the decay and the excitation of vibrational modes with frequency ω  such that ħω  >  kBT0, where 
T0 is the background temperature.

Ab-initio molecular-dynamics (MD) studies of thermal phonon-defect interactions18–20 have highlighted the 
key ingredients involved. First, defects introduce vibrational modes that are localized in space at or near the defect 
(Spatially-Localized Modes or SLMs). Second, the vibrational lifetimes of (high- and low-frequency) SLMs are 
much longer than those of bulk modes: SLM excitations survive for dozens (sometimes hundreds) of periods of 
oscillations while bulk modes typically decay within about one period: Localized modes do not couple easily to 
delocalized ones. Thus, defects trap small amounts of energy in SLMs for meaningful lengths of time, a phenom-
enon called ‘phonon trapping’. This suggests that defects reduce heat flow – at least in part – because of phonon 
trapping.

These studies have shown that phonon trapping occurs, but the contribution of phonon scattering has not 
been discussed. Defect-related SLMs exist in specific frequency ranges. Thermal phonons with the right fre-
quency (i.e. at the right temperature) quickly excite these SLMs by resonant coupling. But what happens to ther-
mal phonons in temperature ranges where the defect exhibits no SLMs? Does one deal with phonon scattering 
complemented by phonon trapping? Which of these interactions dominates? The ab-initio MD simulations dis-
cussed here imply that phonon-defect interactions involve only phonon trapping and that the momentum of the 
phonons released by the defect is unrelated to that of the thermal phonon that created the excitation.

The present study involves a δ -layer in a Si nanowire. The defect is the Si|X interface where X is C (lighter 
than Si) or Ge (heavier than Si). On one side we have Si-Si bonds, on the other side X-X bonds, and the ‘inter-
face’ as narrowly defined here consists only of the atoms involved in Si-X bonds. There are several reasons for 
choosing such a system. First, heterojunctions are ubiquitous in semiconductor technology: oxide or surface 
layers, heavily-implanted regions, δ -layers, superlattices, and other such structures are very common. Second, the 
interface is highly localized in the direction of heat flow and the SLMs associated with it are well defined. Third, 
the theoretical description of this nanostructure is quite simple and the geometry can be fully optimized using the 
periodic cluster approach described below. Fourth, the interactions between heat flow and interfaces have been 
the subject of numerous studies at various levels of theory and are a topic of interest. However, we have studied 
the thermal properties of many impurities and defects, and the coupling between SLMs and thermal phonons 
does not depend on the nature of the defect that generates the SLMs.

Empirical studies of heat flow and interfaces. Theoretical studies of the impact of an interface on heat 
flow started with the acoustic mismatch model (AMM)21. It was introduced to explain the thermal resistance at 
the solid-superfluid He interface observed by Kapitza22. AMM uses the acoustical impedances of the materials on 
both sides of the interface to obtain the thermal conductance. The model was later used to interpret the thermal 
transport at solid-solid interfaces, but only gave consistent results at very low temperatures23. It also failed to 
predict the observed boundary resistance for grain boundaries since there is no difference between the acoustic 
impedances on both sides of the interface.

The diffuse mismatch model (DMM)24 assumes that all the incoming phonons are elastically scattered at the 
interface and that the materials on both sides of the interface are isotropic. The thermal coefficients of transmis-
sion and reflection are determined by the phonon densities of states of the materials. DMM produces results that 
are qualitatively consistent with experiment but often over- or under-estimates the reflection and transmission 
coefficients25. Both the AMM and DMM models ignore the degrees of freedom associated with the interface itself 
and the thermal conductance is independent of the temperature.

An atomistic approach using lattice dynamics in the harmonic approximation has also been proposed26. A 
limited numbers of nearest neighbors are assumed to be interacting. The phonon density of states is obtained 
using uniformly distributed k-points and the group velocities are calculated from the phonon dispersion curves. 
The heat flow rate from one material to the other is calculated considering only the phonons travelling at normal 
incidence to the interface. Empirical potentials are used to describe the interatomic interactions27 but the role of 
the interface modes is not discussed.

Another method based on dynamical matrices involves Green’s functions28–30. The dynamical properties of 
each material are obtained as if they were not in contact31 and the interface is introduced as an off-diagonal 
correction. The eigenvectors are then written in terms of those of the perfect materials plus the Green’s function 
associated with the correction. In order to obtain the Kapitza conductance, the energy flux across the interface is 
calculated and then divided by the temperature difference between two heat reservoirs.

Many studies of heat flow at interfaces involve empirical MD simulations. No assumption is made about 
the nature of the thermal transport. In thermal equilibrium32–37, the system has a constant average tempera-
ture and the average heat flux is zero, but a finite heat flux is caused by fluctuations. The decay of the fluctua-
tions of the interfacial energy flux is recorded and interfacial resistance (or conductance) is obtained via the 
fluctuation-dissipation theorem.

In many empirical non-equilibrium MD simulation, the system is prepared in a steady state by creating a tem-
perature gradient using two heat reservoirs (thermostats) on both sides of the interface which is normally placed 
halfway between the two reservoirs. Reducing the amplitude of the temperature fluctuations requires extensive 
thermalization runs until a steady-state is reached38–41. The temperature drop across the interface and the known 
heat flux generated by the thermostats are used to find the interface thermal conductance. This approach does not 
provide any detail about the atomistic interactions between thermal phonons and the interface.
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Finally, phonon wave-packet dynamics has been used to study phonon scattering at interfaces39,42–44. A wave 
packet is constructed from a Gaussian distribution of a narrow range of phonons from an acoustic branch of the 
phonon dispersion curve. Empirical MD simulations are performed, the wave packet propagates towards the 
interface, and the reflected and transmitted components are analyzed. An application of the method for Si with 
a SiO2 layer shows that a small part of the energy (3%) is trapped in the layer, and then slowly dissipates into the 
bulk Si material on either side of the layer43. The existence of interface-related modes has been reported by other 
authors44 who argued that these modes may facilitate the transfer of the energy by serving as a bridge for inelastic 
interactions and explain the measured temperature dependence of the thermal interface conductance45. This 
analysis is generally consistent with the predictions of ab-initio MD simulations18–20.

The Theoretical Challenge
Electronic-structure calculations involving defects are best handled using first-principles theory rather than 
semi-empirical methods46. Indeed, the values of parameters fitted to an experimental database are not easily 
transferable to defects which often exhibit strained configurations distinct from those to which the parameters 
have been fitted. ‘First-principle’ refers to density-functional theory combined with ab-initio MD simulations. 
There are no parameters fitted to experimental values. The quantitative nature of the results predicted by this 
combination of tools is abundantly documented by decades of studies of defects in semiconductors. Such calcula-
tions are now common-place in periodic supercells containing several hundred atoms, but they are computation-
ally demanding when extensive MD runs are required.

A complication arises from the non-equilibrium MD runs. Indeed, the usual way to initiate such calculations 
involves a Maxwell-Boltzmann distribution of nuclear velocities corresponding to the temperature T0 while all the 
nuclei are in their equilibrium (minimum-energy) sites at the time t =  0. This does produce the desired tempera-
ture, but the MD run begins with all the vibrational modes exactly in phase (zero potential energy), an unphysical 
situation. At first, all the nuclei move together, losing and gaining kinetic energy simultaneously. As a result, 
the initial temperature fluctuations are comparable to T0 and must be reduced with a thermostat and extensive 
thermalization runs until the system reaches a reasonable steady-state. This situation makes it impossible to study 
phonon coupling. Indeed, the temperature fluctuations are larger than many phonon energies and the vibrational 
modes couple to the thermostat much faster (every few MD time steps) than to each other.

The solution is an approach called supercell preparation. It involves random distributions of individual mode 
phases and energies at the time t =  0. No thermostat is used, the temperature fluctuations are very small starting 
with MD step 1 and, more importantly, they remain almost perfectly constant with time. The details of the tech-
nique have been published20 and only the key points need to be summarized here.

First-Principles MD Without Thermostat
The electronic structures are obtained from first-principles calculations: Norm-conserving ab-initio-type 
pseudopotentials for the electronic core regions and density-functional theory for the valence regions. Any 
density-functional software package can be employed. We use the SIESTA method47,48, in which the valence 
states are described with numerical pseudo-atomic basis sets: double-zeta for elements of the first two rows of the 
Periodic Table with polarization functions for 3rd-row elements. The orbital radii for the surface atoms have been 
optimized using the approach proposed by Garcia-Gil et al.49,50. We use the local-density approximation in calcu-
lations involving only light elements and a revised generalized-gradient approximation51 when heavier elements 
are involved. The geometries are optimized using conjugate-gradients and the dynamical matrix is calculated.

The host material for most of our calculations is Si184X50H56, a H-terminated Si nanowire containing a δ -layer 
of atoms X, where X is Ge or C. This nanowire is placed in a 1D-periodic ‘box’ of dimensions larger than the 
nanowire. Each end of the nanowire is separated from its nearest image by about 22 Å of vacuum (Fig. 1). This 
construction has two advantages. First, when running non-equilibrium MD simulations, there is no thermal 
contamination between image nanowires: each cluster is strictly microcanonical. Second, once a temperature 
gradient is set up by heating one end of the nanowire, heat flows initially in just one direction. The time step is 
about 1/40th of the fastest oscillation, typically 1 fs.

Our method20 differs from other MD simulations in three important ways. First, no empirical potentials are 
used. Second, we do not set up and maintain a temperature gradient or perform thermalization runs until a 
steady-state is established. Instead, we set up a T gradient at the time t =  0 and then monitor the system as it 

Figure 1. Si184Ge50H56 nanowire in its 1D-periodic box. Each nanowire is separated from its nearest image by 
~22 Å of vacuum. The nanowire starts in thermal equilibrium at the temperature T0 and a gradient is introduced 
by warming a slice (reddish box on the left) of the nanowire to Thot.
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returns to equilibrium without using a thermostat: the normal vibrational modes couple only to each other. Third, 
we minimize the T fluctuations by averaging over many initial microstates (see below).

The key ingredient is the dynamical matrix which is calculated at T =  0 K. The orthonormal eigenvectors eαi
s 

give the relative displacement of atom α  along i =  x, y, z for each mode s. These eigenvectors are related to the 
Cartesian coordinates rαi via the normal-mode coordinate qs, rαi(T, t) =  Σ s eαi

s qs(T, t)/√ mα where T is the tem-
perature and t the time. Even though the MD runs are fully anharmonic with forces obtained from the total ener-
gies, the conversion between Cartesian and normal-mode coordinates involves an assumption for the unknown 
qs. We use qs(T, t) =  As(T)cos(ω st +  ϕ s). This introduces a random distribution of phases at the time t =  0.

The amplitudes As(T) are obtained from the condition that, in thermal equilibrium, the average energy per 
mode is kBT, where kB is the Boltzmann constant. We use a randomized Boltzmann distribution of energies  
β  exp{− β Es}, where β  =  1/kBT0, which produces the average energy per mode kBT. Using the inverse-transform 
method for generating distributions, the cumulative distribution function ζ s =  ∫ 0Es β  exp(− β E) dE gives Es = 
  − kBT0 ln(1 −  ζ s), where ζ s is a random number in the interval [0, 1]. Equating this to the energy Es =  ½As

2ω s2, 
we get As

2(T0) =  − 2 kBT0 ln(1 −  ζ s)/ω s2. An initial microstate is one specific distribution of modes phases and 
energies at the time t =  0. Since there is an infinite number of initial microstates corresponding to the same mac-
rostate, we must average the MD runs over n initial microstates. Averaging over n =  30 runs reduces the temper-
ature fluctuations to the point where temperature changes of the order of 1 K or even smaller can be monitored. 
This allows us to use very small T gradients.

Note that the dynamical matrix is necessarily calculated at 0 K, and therefore are not exact at non-zero temper-
atures. Indeed, vibrational frequencies are known to slowly shift as T increases9, and therefore the eigenvectors of 
the dynamical matrix slightly change as well. Even though the normal-mode basis set is imperfect at non-zero T, 
it remains a very good approximation up to at least room temperature.

In order to study heat flow, a thin slice of the cell is prepared at a higher temperature (Thot) than the rest of the 
cell (T0). The modes are kept in phase at the interface by preparing the entire cell at T0 and then increasing the 
mode amplitudes until the atoms in the warmer slice are at Thot

20.
In order to calculate the lifetime of a vibrational mode with frequency ω  >  kBT0/ħ, the system is prepared at T0 

for all the modes except the one of interest which is assigned 3ħω /2 potential energy (zero-point energy plus one 
phonon). This classical oscillator then has the same initial amplitude as the quantum-mechanical one. During the 
MD run, the Cartesian coordinates at every time step are converted into normal-mode coordinates, which allows 
us to monitor the energy and amplitude of all the modes vs. time. Note that the added potential energy shifts the 
temperature from T0 to Tcell since 3NkBTcell =  (3N− 1)kBT0 +  3ħω /2, where N is the number of atoms20.

Temperature Dependence of Phonon-Defect Interactions
We now use the interface-related SLMs to predict the behavior of a heat front at a Si|Ge or Si|C interface. Then, we 
perform ab-initio MD simulations and record the temperature of the interface and of the δ -layer vs. time. Since 
SLMs exist in specific frequency ranges, the predictions depend on the background temperature and that of the 
heat front as it reaches the interface. The predictions account only for phonon trapping and the subsequent decay 
of the excitation. Unpredicted changes in temperature would be associated with phonon scattering.

The interface SLMs are obtained from the orthonormal eigenvectors eαi
s of the dynamical matrix. Since they 

are normalized, the sum over all the atoms Σ αLα
2 =  Σ α (eαx

s)2 +  (eαy
s)2 +  (eαz

s)2 =  1. The localization52 of mode 
s on just one atom or a small group of atoms α  is Σ αLα

2 <  1. The plot of Lα
2(ω ) shows the localization of all the 

modes on the atom(s) α . Figure 2 show all the SLMs associated with the Si|C and Si|Ge interfaces.
One prominent feature is that the Si|C interface exhibits no SLMs below ~200 cm−1 while the Si|Ge interface 

has many Ge-related SLMs in that frequency range. Two temperatures play a role: T0, the background tempera-
ture and Thf, the temperature of the heat front as it reaches the interface. We determine the time when the heat 
front reaches the location of the interface from MD simulations made under the same temperature conditions but 
without the δ -layer. Thf is the temperature of a thin Si layer just before the interface at that time. The equilibrium 

Figure 2. Left: Localization Lα2(ω) of the SLMs associated with the Si|C interface. The sum over α  includes 
all the Si (blue) and C (black) atoms involved in Si-C bonds. Right: Same plot for the Si|Ge interface, with the Ge 
contributions in red.
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temperature Teq is the final temperature the nanowire would reach given long enough simulation times. But our 
simulations are too short for the entire nanowire to reach thermal equilibrium.

We consider first the Si|Ge interface (Fig. 3) with T0 =  120 K and produce a hot slice on the Si side such that 
Thf =  155 K. There are numerous SLMs in the temperature window 120–155 K and they should be resonantly 
excited (one-phonon process) by the heat front. We therefore expect that phonon trapping by the SLMs will cause 
the temperature of the interface to increase a few tenths of a ps after the heat front reaches it (about 1 ps at that 
temperature, Fig. 4, left). We also expect the δ -layer to pick up some temperature almost simultaneously (Fig. 4, 
right). Indeed, the SLMs are not 100% localized at the interface but involve the motion of some Ge atoms in the 
layer as well. The result of our ab-initio MD simulations confirm these expectations. But the result is very much 
the same one expects from phonon scattering interactions which involve similar time scales.

We now use T0 =  120 K and Thf =  200 K for the Si|C system (Fig. 5). There are no interface-related SLMs in 
this temperature window and therefore no phonon trapping occurs by resonant excitation. If we assume that only 
phonon trapping is at play, we should have to wait ~5 to 6 ps for two-phonon processes to excite higher-frequency 
SLMs before the temperature of the interface increases. Figure 6 left, confirms that this is indeed what happens. 
And then, the temperature of the δ -layer can only increase after the excited interface SLMs decay, but since the 
C-C modes have even higher frequencies than the interface Si-C ones, this again requires two-phonon processes. 
Thus, phonon trapping and decay should lead to an increase in the temperature of the δ -layer only after 10 to 
12 ps, a longer simulation time than we can achieve here. Any faster increase in the temperature of the δ -layer 
would have to be associated with processes other than phonon trapping, such as phonon scattering. But the MD 
simulations show no such increase (Fig. 6, right). This rules out any contribution to heat flow from processes in 
which the momentum of the incoming phonons is conserved. The interactions are entirely determined by phonon 
trapping and decay. The knowledge of the interface SLMs suffices to determine the outcome.

Figure 3. Distribution of SLMs in the low-frequency region of the Si|Ge interface. The background and heat 
front temperatures are T0 =  120 K and Thf =  155 K, respectively.

Figure 4. Left: Temperature of the interface vs. time obtained from ab-initio MD simulations. The heat 
front reaches the interface at t =  1 ps and the temperature begins to rise at t~1.5 ps, a delay compatible with 
phonon trapping (resonant excitation) as well as with phonon scattering. Right: Calculated temperature of the 
Ge δ -layer. Its temperature begins to increase at about the same time as the interface because the interface SLMs 
also involve the motion of a few atoms in the Ge layer. The dashed horizontal line shows the initial temperature 
T0 =  120 K. The horizontal arrow shows the final (equilibrium) temperature of the entire nanowire Teq =  130 K. 
The plots involve a 50 time-steps running average. The MD runs are averaged over about 50 initial microstates.
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Finally, we change the background and heat front temperatures to match the presence of SLMs at the Si|C 
interface: T0 =  280 K and Thf =  315 K (Fig. 7). This narrow temperature window should result in a rapid increase 
of the interface temperature. Since the thermal conductivity of the Si nanowire is higher at 280 K than at 120 K50,53, 
the heat front reaches the interface after about 0.5 ps. As expected, the interface temperature readily increases 
(Fig. 8, left). But then, in order for the δ -layer to gain energy, one must wait for the excited interface Si-C modes to 
decay into the higher-frequency C-C modes, and this involves two-phonon processes. This is precisely what the 
MD simulations show (Fig. 8, right). Here again, the behavior is entirely dictated by phonon trapping. No rapid 
increase in temperature of the δ -layer that could be assigned to phonon scattering occurs.

These results are not limited to two specific interfaces in this Si nanowire. First, SLMs with long vibrational 
lifetimes are present in all the defects we have studied. They include a variety of point defects (isolated impurities, 
isotope substitutions, small complexes) as well as surfaces, and various interfaces14–16,18–20. All of these SLMs can 
trap phonons for many periods of oscillation (this is also observed experimentally11–13). Second, ab-initio MD 
simulations in the 1D-periodic supercell Si225X25H40 (X is Ge or C) at 120 K show a qualitatively identical effect 
with larger T gradients than the ones used here19,20. Third, a study of the impact of the surface of the nanowire at 
the same level of theory50 has shown that thermal phonons do not scatter off the surface. The excited Si-H surface 
modes couple to each other very efficiently (resonant coupling, a one-phonon process) rather than decay into Si 
modes (a much slower two-phonon process). Finally, the ‘bulk’ Si modes rarely excite surface modes, because this 
requires two-phonon processes. The coupling of surface and bulk modes is highly inefficient. Instead, most of the 
heat propagates fast through the bulk (without coupling to the surface) and the rest of the heat propagates slowly 
on the surface (without coupling to the bulk). Reaching thermal equilibrium requires waiting for both bulk and 

Figure 5. Distribution of SLMs in the low-frequency region of the Si|C interface. The background and heat 
front temperature are T0 =  120 K and Thf =  200 K, respectively.

Figure 6. Left: The heat front reaches the interface at t = 1 ps but the temperature begins to rise only after 
about t~5–6 ps. This delay is caused by phonon trapping since two-phonon processes are required, but it is not 
compatible with phonon scattering since momentum-conserving interactions should involve a few tenths of 
a ps. Right: The temperature of the C δ -layer remains constant and its temperature is not expected to increase 
until at least 12 ps. But phonon scattering should result in at least some fast increase in the temperature of the 
layer. The dashed horizontal line shows the initial temperature T0 =  120 K. The horizontal arrow shows the final 
(equilibrium) temperature of the entire nanowire Teq =  140 K. The plots involve a 50 time-steps running average. 
The MD runs are averaged over about 50 initial microstates.
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surface contributions. Fourth, calculations of the thermal conductivity in the presence of impurities20 also shows 
phonon trapping as the mechanism that reduces heat flow, not phonon scattering.

Note that our calculations include all the normal vibrational modes of the system. Since this nanostructure is 
quite small, only a small number of low-frequency, often called long-wavelength, phonons are included (they have 
a wavelength longer than the size of the interface). Calculations that include a large number of long wavelength 
phonons are planned at the empirical level since they require hundreds of thousands of atoms.

Key Points and Extension to Normal Scattering
Ab-initio MD simulations of heat-flow interacting with a Si|Ge or Si|C interface have been performed without 
thermostat. The use of small temperature gradients allows us to focus on different parts of the vibrational spec-
trum of the interfaces, where SLMs are present or absent. These SLMs must be excited by the incoming heat front 
before the temperature of the δ -layer can increase. The decay of SLMs depends on the availability of receiving 
modes and not on the origin of the excitation. In other words, the momentum of the emitted phonons is unrelated 
to the momentum of the incoming phonons. A similar situation occurs in fluorescence, which involves photon 
trapping (albeit for a much longer time). If scattering implies that the momentum of the outgoing phonons is 
related to the momentum of the incoming phonon, then no phonon scattering by the defect occurs.

When the background and heat front temperatures correspond to frequency regions where interface SLM are 
present, phonon trapping involves resonant coupling (one-phonon process) and the temperature of the interface 
increases within a few tenths of a ps as seen in Fig. 4 (left) and 8 (left). The decay of the excitations into the δ -layer 
occurs just as quickly if receiving modes are available in the required frequency range (Fig. 4, right) but requires 
two-phonon processes (Fig. 8, right) when no such receiving modes are present. On the other hand, when the 
background and heat front temperatures correspond to frequency regions where no interface SLM are present, 
then phonon trapping itself is delayed as it requires two- (or higher) phonon processes (Fig. 6, left) and the decay 

Figure 7. Distribution of SLMs in a frequency region of the Si|C interface that includes SLMs. The 
background and heat front temperatures are T0 =  280 K and Thf =  315 K, respectively.

Figure 8. Left: Temperature of the interface vs. time obtained from ab-initio MD simulations. The 
temperature begins to rise after 2 ps, shortly after the heat front reaches the interface. Right: The temperature of 
the δ -layer remains T0 for almost 6 ps, as two-phonon processes are needed to excite the higher-frequency C-C 
modes. Phonon scattering would lead to a much faster increase in the temperature of the layer. But this does 
not occur. The dashed horizontal line shows the initial temperature T0 =  280 K. The horizontal arrow shows the 
final (equilibrium) temperature Teq =  290 K. The plots involve a 75 time-steps running average. The MD runs are 
averaged over 25 initial microstates.
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into the δ -layer is delayed even further (Fig. 6, right). No temperature increase of the δ -layer occurs until the 
excitations in the interface SLM decay into it. This rules out any ‘interface scattering’ event since it would always 
increase the temperature of the δ -layer within a few tenths of ps.

This situation is qualitatively comparable to gas-phase molecular collisions. Two types of reactions are 
observed54. In a direct reaction such as D +  CH4 →  HD +  CH3, the scattering is not isotropic and the reaction 
conserves the momentum of the incoming ion. Such a reaction involves a fraction of a ps. In an indirect reaction 
such as Cl− +  CH3Br →  CH3Cl +  Br−, the reactants collide, remain associated in an intermediate ion-molecule 
complex (in this example: Cl−–CH3Br), and then the products scatter isotropically. A time delay of several ps is 
associated with the rotation of the molecule until the relevant bonding orbitals are oriented along a direction that 
makes the reaction possible. But then the momentum of the reactants is no longer related to the momentum of the 
incoming ion. The time scales involved are the same as those associated with the one- and two-phonon processes 
discussed above.

What can be said about the interactions involving only bulk (delocalized) phonons, the so-called normal 
scattering processes? (In the vicinity of a defect, the periodicity is lost, the Brillouin zone and Umklapp processes 
are no longer defined). Do these interactions conserve the momentum of the incoming phonon, consistent with 
a scattering event? We need to extend an argument involving the coupling between delocalized (bulk-related) 
and localized (defect-related) vibrational modes to only delocalized modes. We start with a point defect with 
strongly localized SLMs and a long vibrational lifetime which obviously involves phonon trapping: substitutional 
C in Si. This defect is characterized by four short C–Si bonds, a strong perturbation to the crystal. We move on to 
substitutional Ge (a much weaker perturbation), then to 30Si in 28Si, and finally to 29Si in 28Si, a very weak pertur-
bation indeed. As the perturbation associated with the substitutional impurity X becomes weaker, we expect the 
vibrational lifetime of the SLMs to become shorter. We calculated the SLMs and vibrational lifetimes at 75 K in 
the 28Si63X periodic supercell.

The dominant SLM for substitutional 12C in 28Si is at 597 cm−1 (measured: 607 cm−1 55). It is ~79% localized on 
the C atom and its calculated vibrational lifetime is τ  =  12.2 ps (240 periods of oscillation). In the case of 74Ge, the 
SLM at 104 cm−1 is only 21% localized with τ  =  3.9 ps (12 periods). For 30Si and 28Si in 28Si, the SLMs at 538 cm−1 
and 539 cm−1 have τ  =  0.13 ps (2.1 periods) and τ  =  0.09 ps (1.5 periods), respectively.

We still deal with phonon trapping, but for shorter and shorter lengths of time, until τ  is so short that it 
becomes comparable to the vibrational lifetime of bulk modes (see Table 1 in ref. 19). We started with 
highly-localized SLMs with long vibrational lifetimes and end up with much more delocalized modes and vibra-
tional lifetimes so short that the momentum of the incoming phonon is largely conserved. In terms of the chem-
ical analogy above, we moved from an ‘indirect’ to a ‘direct’ reaction. Thus, when only delocalized vibrational 
modes are involved, phonon trapping occurs for such short lengths of time that the distinction between trapping 
and scattering becomes blurred.

A very similar situation occurs at high temperatures, where the meaning of ‘high’ depends on the SLMs. 
Indeed, the lifetime of SLM excitations decreases with temperature11,12. When these lifetimes drop to a period of 
oscillation or less, phonon trapping occurs for such a short time that phonon-defect interactions become similar 
to scattering processes. Therefore, the physical processes involved in phonon-defect interactions are best studied 
at low temperatures with carefully selected temperature windows.

Finally, we comment on the Kapitza resistance associated with the interface between materials A and B: Is it 
related to phonon trapping? The answer is probably ‘no’ because the Kapitza resistance involves time scales much 
longer than the vibrational lifetimes of individual SLMs. However, it could be the consequence of the decay of the 
SLM excitations. Indeed, this decay depends on the availability of receiving modes in the materials A and B at the 
particular temperature of the system. In some temperature ranges, heat will bounce back into material A because 
no receiving modes are available in material B. This results in a second and then a third round of phonon trapping 
leading to a hotter interface. In other temperature ranges, the balance of receiving modes changes, most excited 
SLMs decay rapidly into material B, and the interface appears colder. This qualitative argument requires detailed 
investigations but if it is correct, then the Kapitza resistance should be temperature dependent for a given pair of 
materials. Experiments involving small temperature gradients are needed.

We fully recognize that the present arguments are based on the results of ab-initio MD simulations while the 
truth lies in the hands of clever experimentalists. Measuring temperatures in tiny regions (an interface) at the ps 
time scale is very challenging. Simpler experiments could involve measuring how long it takes for a system to 
reach thermal equilibrium under identical (small) excitations but with different background temperatures. For 
example, a Si sample with a C layer and a ~50 K excitation at T0 =  100 K, 300 K, or 500 K would return to equilib-
rium after different lengths of time relative to the defect-free material with the same temperature gradients. At the 
lowest T, the SLM excitations and their decay in the C layer both require two-phonon processes. At very low T, 
they may even require three-phonon processes. At a higher T, phonon trapping by the interface occurs resonantly 
but the decay requires two-phonon processes. At still higher T, both trapping and decay involve much faster 
one-phonon processes. Such predictions require only the knowledge of the dynamic properties of the interface – 
the central ingredient of phonon-defect interactions.
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12. Lüpke, G., Tolk, N. H. & Feldman, L. C. Vibrational lifetimes of hydrogen in silicon. J. Appl. Phys. 93, 2317–2336 (2003).
13. Kohli, K. K., Davies, G., Vinh, N. Q., West, D., Estreicher, S. K., Gregorkiewicz, T. & Itoh, K. M. Isotope dependence of the lifetime 

of the 1136 cm−1 vibration of oxygen in silicon. Phys. Rev. Lett. 96, 225503/1-4 (2006).
14. Gibbons, T. M., Estreicher, S. K., Potter, K., Bekisli, F. & Stavola, M. Huge isotope effect on the vibrational lifetimes of an H∗ 2(C) 

defect in Si. Phys. Rev. B 87, 115207/1-5 (2013).
15. West, D. & Estreicher, S. K. First-principles calculations of vibrational lifetimes and decay channels: Hydrogen-related modes in Si. 

Phys. Rev. Lett. 96, 115504/1-4 (2006).
16. West, D. & Estreicher, S. K. Isotope dependence of the vibrational lifetimes of light impurities in Si from first principles. Phys. Rev. B 

75, 075206/1-10 (2007).
17. Sun, B., Shi, G. A., Nageswara Rao, S. V. S., Stavola, M., Tolk, N. H., Dixit, S. K., Feldman, L. C. & Lupke, G. Vibrational lifetimes and 

frequency-gap law of hydrogen bending modes in semiconductors. Phys. Rev. Lett. 96, 035501/1-4 (2006).
18. Estreicher, S. K., Gibbons, T. M., Kang, By. & Bebek, M. B. Phonons and defects in semiconductors and nanostructures: Phonon 

trapping, phonon scattering, and heat flow at heterojunctions. J. Appl. Phys. 115, 012012/1-8 (2014).
19. Estreicher, S. K., Gibbons, T. M. & Bebek, M. B. Thermal phonons and defects in semiconductors: The physical reason why defects 

reduce heat flow, and how to control it. J. Appl. Phys. 117, 112801/1-6 (2015).
20. Gibbons, T. M., Bebek, M. B., Kang, By., Stanley, C. M. & Estreicher, S. K. Phonon-phonon interactions: First principles theory. J. 

Appl. Phys. 118, 085103/1-8 (2015).
21. Khalatnikov, I. M. & Hohenberg, P. An introduction to the theory of superfluidity (Benjamin, New York, 1965).
22. Kapitza, P. L. Heat transfer and superfluidity of helium II. Phys. Rev. 60, 354–355 (1941).
23. Peterson, R. E. & Anderson, A. C. The Kapitza thermal boundary resistance. J. Low Temp. Phys. 11, 639–665 (1973).
24. Swartz, E. T. & Pohl, R. O. Thermal boundary resistance. Rev. Mod. Phys. 61, 605–668 (1989).
25. Norris P. M. & Hopkins, P. E. Examining interfacial diffuse phonon scattering through transient thermoreflectance measurements 

of thermal boundary conductance. J. Heat Transfer 131, 043207/1-11 (2009).
26. Young, D. A. & Maris, H. J. Lattice-dynamical calculation of the Kapitza resistance between fcc lattices. Phys. Rev. B 40, 3685–3693 

(1989).
27. Zhao, H. & Freud, J. B. Lattice-dynamical calculation of phonon scattering at ideal Si–Ge interfaces. J. Appl. Phys. 97, 024903/1-7 

(2005).
28. Mingo, N. Anharmonic phonon flow through molecular-sized junctions. Phys. Rev. B 74, 125402/1-13 (2006).
29. Wang, J.-S., Wang, J. & Lu, J. T. Quantum thermal transport in nanostructures. Eur. Phys. J. B 62, 381–404 (2008).
30. Zhang, W., Fisher, T. S. & Mingo, M. Simulation of interfacial phonon transport in Si–Ge heterostructures using an atomistic Green’s 

function method. J. Heat Transfer 129, 483–491 (2007).
31. Zhang, W., Fisher, T. S. & Mingo, N. The atomistic Green’s function method: An efficient simulation approach for nanoscale phonon 

transport. Numer. Heat Transfer 51, 333–349 (2007).
32. Puech, L., Bonfait, G. & Castaing, B. Mobility of the 3He solid-liquid interface: Experiment and theory. J. Low Temp. Phys. 62, 

315–327 (1986).
33. Barrat, J.-L. & Chiaruttini, F. Kapitza resistance at the liquid-solid interface. Molecular Phys. 101, 1605–1610 (2002).
34. McGaughey, A. J. H. & Li, J. Molecular dynamics prediction of the thermal resistance of solid-solid interfaces in superlattices, Proc. 

IMECE 2006-13590, 317–325 (ASME, New York, 2006).
35. McGaughey, A. J. H. & Kaviany, M. Thermal conductivity decomposition and analysis using molecular dynamics simulations. Part 

I. Lennard-Jones argon. Intl. J. Heat Mass Transfer 47, 1783–1798 (2004).
36. Rajabpour, A. & Volz, S. Thermal boundary resistance from mode energy relaxation times: Case study of argon-like crystals by 

molecular dynamics. J. Appl. Phys. 108, 094324/1-8 (2010).
37. Merabia, S. & Termentzidis, K. Thermal conductance at the interface between crystals using equilibrium and nonequilibrium 

molecular dynamics. Phys. Rev. B 86, 094303/1-16 (2012).
38. Schelling, P. K., Phillpot, S. R. & Keblinski, P. Comparison of atomic-level simulation methods for computing thermal conductivity. 

Phys. Rev. B 65, 144306/1-12 (2002).
39. Schelling, P. K., Phillpot, S. R. & Keblinski, P. Kapitza conductance and phonon scattering at grain boundaries by simulation. J. Appl. 

Phys. 95, 6082–6091 (2004).
40. Stevens, R. J., Zhigilei, L. V. & Norris, P. M. Effects of temperature and disorder on thermal boundary conductance at solid-solid 

interfaces: Nonequilibrium molecular dynamics simulation. Int. J. Heat Mass Transfer 50, 3977–3989 (2007).
41. Landry E. S. & McGaughey, A. J. H. Thermal boundary resistance predictions from molecular dynamics simulations and theoretical 

calculations. Phys. Rev. B 80, 165304/1-11 (2009).
42. Schelling, P. K., Phillpot, S. R. & Keblinski, P. Phonon wave-packet dynamics at semiconductor interfaces by molecular-dynamics 

simulation. Appl. Phys. Lett. 80, 2484–2486 (2002).
43. Deng, B., Chernatynskiy, A., Khafizov, M., Hurley, D. H. & Phillpot, S. R. Kapitza resistance of Si/SiO2 interface. J. Appl. Phys. 115, 

084910/1-7 (2014).
44. Gordiz, K. & Henry, A. Phonon transport at interfaces: Determining the correct modes of vibration. J. Appl. Phys. 119, 015101/1-12 

(2016).
45. Stoner R. J. & Maris, H. J. Kapitza conductance and heat flow between solids at temperatures from 50 to 300 K. Phys. Rev. B 48, 

16373–16387 (1993).
46. Drabold D. A. & Estreicher S. K. (editors), Theory of Defects in Semiconductors. Topics in Applied Physics vol. 104, (Springer, 

Heidelberg, 2007).
47. Sánchez-Portal, D., Ordejón, P., Artacho, E. & Soler, J. M. Density‐functional method for very large systems with LCAO basis sets. 

Int. J. Quant. Chem. 65, 453–461 (1997).
48. Artacho, E., Sánchez-Portal, D., Ordejón, P., García, A. & Soler, J. M., Linear-scaling ab-initio calculations for large and complex 

systems. Phys. Stat. Sol. B 215, 809–817 (1999).
49. Garcia-Gil, S., Garcia, A., Lorente, N. & Ordejón, P. Optimal strictly localized basis sets for noble metal surfaces. Phys. Rev. B 79, 

075441/1- (2009).
50. Kang, By. & Estreicher, S. K. Thermal conductivity of Si nanowires: A first-principles analysis of the role of defects. Phys. Rev. B 89, 

155409/1-9 (2014).



www.nature.com/scientificreports/

1 0Scientific RepoRts | 6:32150 | DOI: 10.1038/srep32150

51. Hammer, B., Hansen, L. & Nørskov, J. K. Improved adsorption energetics within density-functional theory using revised Perdew-
Burke-Ernzerhof functionals. Phys. Rev. B 59, 7413–7421 (1999).

52. This use of the eigenvectors of the dynamical matrix was proposed by Estreicher, S. K., West, D., Goss, J., Knack, S. & Weber, J. First-
principles calculations of pseudolocal vibrational modes: The case of Cu and Cu pairs in Si. Phys. Rev. Lett. 90, 035504/1-4 (2003).

53. Li, D., Wu, Y., Kim, P., Shi, L., Yang, P. & Majumdar, A. Thermal conductivity of individual silicon nanowires. Appl. Phys. Lett. 83, 
2934–2936 (2003).

54. Mikosch, J., Trippel, S., Eichhorn, C., Otto, R., Lourderaj, U., Zhang, J. X., Hase, W. L., Weidemüller, M. & Wester, R. Imaging 
nucleophilic substitution dynamics. Science 319, 183–186 (2008).

55. Davies, G., Hayama, S., Hao, S., Nielsen, B. B., Coutinho, J., Sanati, M., Estreicher, S. K. & Itoh, K. M. Host isotope effects on mid-
infrared optical transitions in silicon. Phys. Rev. B 71, 115212/1-7 (2005).

Acknowledgements
We benefitted from useful discussions with Luis Grave-de-Peralta. We are grateful to the Texas Advanced 
Computer Center and to Texas Tech’s High-Performance Computer Center for generous amounts of CPU time.

Author Contributions
M.B.B. performed most of the calculations as part of his PhD project and prepared the figures; C.M.S., a 
PhD student, performed some of the vibrational lifetime calculations; T.M.G., a postdoc, also performed 
several vibrational lifetime calculations and contributed numerous scripts necessary to perform the supercell 
preparation; S.K.E. initiated the project, directed the research of the PhD students and postdoc, and wrote the 
main manuscript text. All the authors reviewed the manuscript.

Additional Information
Competing financial interests: The authors declare no competing financial interests.
How to cite this article: Bebek, M. B. et al. Temperature dependence of phonon-defect interactions: phonon 
scattering vs. phonon trapping. Sci. Rep. 6, 32150; doi: 10.1038/srep32150 (2016).

This work is licensed under a Creative Commons Attribution 4.0 International License. The images 
or other third party material in this article are included in the article’s Creative Commons license, 

unless indicated otherwise in the credit line; if the material is not included under the Creative Commons license, 
users will need to obtain permission from the license holder to reproduce the material. To view a copy of this 
license, visit http://creativecommons.org/licenses/by/4.0/
 
© The Author(s) 2016

http://creativecommons.org/licenses/by/4.0/

	Temperature dependence of phonon-defect interactions: phonon scattering vs. phonon trapping
	The origin of Phonon Scattering. 
	Phonon trapping. 
	Empirical studies of heat flow and interfaces. 

	The Theoretical Challenge
	First-Principles MD Without Thermostat
	Temperature Dependence of Phonon-Defect Interactions
	Key Points and Extension to Normal Scattering
	Acknowledgements
	Author Contributions
	Figure 1.  Si184Ge50H56 nanowire in its 1D-periodic box.
	Figure 2.  Left: Localization Lα2(ω) of the SLMs associated with the Si|C interface.
	Figure 3.  Distribution of SLMs in the low-frequency region of the Si|Ge interface.
	Figure 4.  Left: Temperature of the interface vs.
	Figure 5.  Distribution of SLMs in the low-frequency region of the Si|C interface.
	Figure 6.  Left: The heat front reaches the interface at t = 1 ps but the temperature begins to rise only after about t~5–6 ps.
	Figure 7.  Distribution of SLMs in a frequency region of the Si|C interface that includes SLMs.
	Figure 8.  Left: Temperature of the interface vs.


