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ARTICLE

ABSTRACT
Most science, technology, engineering, and mathematics (STEM) departments inade-
quately evaluate teaching, which means they are not equipped to recognize or reward 
effective teaching. As part of a project at one institution, we observed that departmental 
chairs needed help recognizing the decisions they would need to make to improve teach-
ing evaluation practices. To meet this need, we developed the Guides to Advance Teaching 
Evaluation (GATEs), using an iterative development process. The GATEs are designed to be 
a planning tool that outlines concrete goals to guide reform in teaching evaluation prac-
tices in STEM departments at research-intensive institutions. The GATEs are grounded in 
the available scholarly literature and guided by existing reform efforts and have been vet-
ted with STEM departmental chairs. The GATEs steer departments to draw on three voices 
to evaluate teaching: trained peers, students, and the instructor. This research-based re-
source includes three components for each voice: 1) a list of departmental target practices 
to serve as goals; 2) a characterization of common starting places to prompt reflection; 
and 3) ideas for getting started. We provide anecdotal examples of potential uses of the 
GATEs for reform efforts in STEM departments and as a research tool to document depart-
mental practices at different time points.

INTRODUCTION
Slow uptake of evidence-based teaching by college science, technology, engineering, 
and mathematics (STEM) faculty has brought increased attention to the systems in 
which faculty work. In particular, widespread and effective implementation of evi-
dence-based teaching may depend on the systems in place to recognize and reward 
effective teaching and instructors’ efforts to continuously improve (e.g., Dennin et al., 
2017; Stains et al., 2018; Laursen et al., 2019). To incentivize evidence-based teach-
ing, we must have systems capable of robustly evaluating teaching quality. Yet many 
higher education institutions and their departments lack such systems (e.g., Berk, 
2005; Dennin et al., 2017).

Recent work undertaken by prominent national organizations underscores the 
desire for better teaching evaluation systems in STEM higher education. The Associa-
tion of American Universities has emerged as a leader in teaching evaluation reform, 
repeatedly gathering stakeholders and providing financial support to member institu-
tions to shift culture and practices surrounding teaching evaluation (e.g., Bradforth 
et al., 2015; Dennin et al., 2017). The National Academies of Science, Engineering, 
and Medicine has convened university administrators, change agents, and researchers 
to share and learn about teaching evaluation reform (NASEM, 2020). Researchers and 
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change agents have developed, tested, and promoted better 
models of teaching evaluation (e.g., Andrews et al., 2020; Fin-
kelstein et al., 2020; Weaver et al., 2020; Simonson et al., 2021; 
TEval, 2019).

These efforts have coalesced around the principle that teach-
ing evaluation should rely on multiple perspectives, including 
the perspectives of students, peers, and the instructor (Finkel-
stein et al., 2020; Weaver et al., 2020). The Teaching Quality 
Framework, a project that is part of TEval, refers to these as 
three “voices” that contribute evidence of teaching quality 
(Andrews et al., 2020; TEval, 2019). Relying on three voices for 
teaching evaluation recognizes that these different perspectives 
can illuminate specific aspects of teaching (Reinholz et al., 
2019). Additionally, because any form of evidence is subject to 
bias, relying on multiple sources of evidence is more robust and 
equitable. Students are best positioned to provide information 
about what occurs regularly in class and the accessibility of the 
instructor. For example, students are uniquely able to comment 
on the climate created in a course because they experience it 
over an entire semester and do so as full participants rather 
than outside observers. Trained peer observers are well posi-
tioned to evaluate the alignment of course content and skills 
with the discipline and to gauge the effectiveness of teaching 
strategies in promoting equitable learning opportunities 
(Thomas et al., 2014). Additionally, college faculty value con-
structive feedback from their peers and report being more likely 
to implement changes based on peer feedback than student 
feedback (Brickman et al., 2016). The instructor’s own voice is 
also essential. Instructors alone can speak to their goals, inten-
tions, and efforts to learn and improve. Instructors also have 
the most comprehensive view of their courses, students, and 
disciplines, as well as the changes they have made in their 
teaching over time, allowing them to contextualize evidence 
regarding teaching effectiveness.

Currently, most STEM departments lack consistent teaching 
evaluation practices that draw on multiple voices and therefore 
are not equipped to recognize nor reward effective teaching 
(Dennin et al., 2017; NASEM, 2020). Importantly, inconsistent 
and ad hoc teaching evaluation practices can result in inequities 
among faculty as they are being reviewed for promotions, tenure, 
and salary raises. Therefore, departmental teaching evaluation 
practices not only need to produce robust evidence, they must 
also aim to treat faculty equitably. With these challenges in mind 
and as part of one institutional transformation effort, we devel-
oped the Guides to Advance Teaching Evaluation (GATEs; Appen-
dix A in the Supplemental Material). Our primary objective was 
to develop a resource that could help steer departments toward 
robust and equitable teaching evaluation practices. Our second-
ary objective was to develop a tool that researchers could use to 
systematically document teaching evaluation practices in STEM 
departments. This article has several complementary goals, and 
these do not align neatly with the conventional research paper 
format. Therefore, hereafter we use informative headings and 
granular subheadings to guide readers. This article:

1. articulates the need in our local context that led us to 
develop the GATEs (see Local Context and Need);

2. describes the iterative process of developing the GATEs and 
vetting it with departmental chairs (see Iterative Develop-
ment Process);

3. presents the GATEs, including the reasoning and evidence 
behind each component (see GATEs: Description and 
Evidence); and

4. provides anecdotal examples of potential uses of the GATEs 
for departmental change and for research (see Examples of 
Potential GATEs Uses).

LOCAL CONTEXT AND NEED
Inspired by the ongoing reform efforts described in the Introduc-
tion, we aimed to help local STEM departments reconsider and 
reform teaching evaluation practices so that they could better 
recognize and reward high-quality teaching and ultimately 
improve student outcomes. We undertook this work through a 
National Science Foundation (NSF)-funded project at the Uni-
versity of Georgia called DeLTA,1 which pursues transformative 
change in undergraduate STEM education. This project con-
vened 12 STEM departmental chairs who gathered for facilitated 
meetings four to six times per year to reconsider and reform their 
departmental practices. We designed these meetings to provide 
departmental chairs with opportunities to reflect on current 
departmental practices, recognize their own underlying assump-
tions about teaching evaluation, critically consider alternative 
practices, and set goals for action (Andrews et al., 2021). As a 
result of leading these meetings, the project leadership gained 
valuable insights about the current practices and thinking of 
departmental chairs. We leveraged these insights to develop and 
refine resources to meet the needs of STEM departments.

At the start of our transformation project, collaborating 
departments engaged minimally in teaching evaluation, as is 
common in the United States (Dennin et al., 2017; NASEM, 
2020). Based on many interactions with departmental chairs, 
we knew that departments relied primarily on mandatory end-
of-course student surveys to evaluate teaching. We learned that 
departmental chairs were almost all dissatisfied with their cur-
rent teaching evaluations, expressing concern that student eval-
uation results did not provide useful evidence of teaching effec-
tiveness. At the same time, our work with departmental chairs 
in meetings revealed that most could not articulate concrete 
ways to improve teaching evaluation and were not taking action 
to reform their departments’ practices. Changing departmental 
practices requires a lot of decision making, because practices 
encompass what occurs, how and when it occurs, and who 
completes this work. The departmental chairs in our local proj-
ect did not have time to become teaching evaluation experts or 
to discover the various departmental practices they might need 
to develop.

Based on these observations, we concluded that these STEM 
departmental chairs needed help to recognize the various deci-
sions they would need to make to improve teaching evaluation 
and also the chance to consider examples and criteria for mak-
ing those decisions. We wanted to help departmental chairs 
capitalize on what had already been discovered about teaching 
evaluation, including resources and processes developed in 
other initiatives and institutions. Finally, we wanted to help 

1DeLTA = Departmental and Leadership Teams for Action. To avoid overwhelming 
readers with acronyms, we refer to DeLTA as the “project” or “transformation 
project” hereafter. We include the formal name so that readers can draw connec-
tions across publications about this project, such as Andrews et al. (2021).
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departmental chairs see teaching evaluation reform as a sur-
mountable challenge.

ITERATIVE DEVELOPMENT PROCESS
To aid readers, we first briefly describe the final product of the 
iterative development process: the Guides to Advance Teaching 
Evaluation (GATEs). There is one GATE each for the three 
voices that contribute to evaluating teaching: trained peers, stu-
dents, and self. Each GATE has three components: 1) a list of 
research-based target practices to serve as goals for depart-
ments; 2) a characterization of common starting places depart-
ments may be when they begin considering teaching evaluation 
reform; and 3) ideas for getting started, enacting multiple tar-
get practices at once, and learning more. We discuss the devel-
opment of each component of the GATEs in the following sub-
sections; the overall development process and intended uses 
are summarized in Figure 1. The iterative development and 
vetting process occurred across 2 years. All research was deter-
mined to be exempt by the University of Georgia Institutional 
Review Board under protocol ID no. STUDY00006754.

Development of Target Practices
The central component of the GATE for each voice is a list of 
target practices that can serve as long-term goals for depart-
ments. We used several approaches to identify target practices 
that can contribute to robust and equitable teaching evaluation 
using each voice. Robust evaluation produces trustworthy and 
useful evidence of effectiveness, and equitable evaluation 
ensures that faculty are treated fairly and that steps are taken to 
mitigate biases.

Departmental teaching evaluation practices have rarely 
been the subject of scholarly inquiry, so we had to consider 
diverse forms of evidence that a target practice was important, 
rather than just peer-reviewed literature. We describe the vari-
ous sources of evidence here, with some examples. We particu-
larly valued examples of practices that were emerging from 
teaching evaluation reform efforts in STEM departments. We 
assumed that a teaching evaluation practice that had been pur-
sued repeatedly had proven practically important for depart-
ments, so we looked for practices that were similar across mul-
tiple departments or institutions. For example, reform efforts at 
University of Oregon, University of Southern California, and 
the University of Colorado–Boulder recommend that faculty 
involved in peer observations take part in some form of train-
ing (Appendix B in the Supplemental Material). For some tar-
get practices, we could rely on a body of scholarly work, such 
as with practices related to acknowledging and accounting for 
potential bias in mandatory student evaluations (Appendix B 
in the Supplemental Material). We also drew on the core com-
mitments of our transformation project to inform target prac-
tices. The project’s core commitments, which are goals that 
many departments and projects hold (e.g., Corbo et al., 2016), 
include basing education decisions on evidence, fostering con-
tinuous teaching improvement, and promoting inclusion and 
diversity (Andrews et al., 2021). Grounded by the project’s 
commitment to fostering continuous teaching improvement 
and similar emphases in other teaching evaluation reform 
efforts, several target practices guide departments to compare 
evidence of teaching effectiveness at multiple time points. Lon-
gitudinal data are necessary to recognize and reward teaching 
improvements.

In addition to synthesizing these sources to develop target 
practices, we relied on the perspectives of experts, including 
researchers studying teaching evaluation and change agents 
working to shift teaching evaluation practices. We shared the 
target practices in one-on-one or small-group meetings and 
invited expert feedback on the relevance and necessity of each 
practice, as well as the clarity of their organization and descrip-
tion. Specific feedback was solicited through questions like: 
“We would like to make the practices described in each level 
more realistic. What stands out to you as unrealistic for a STEM 
department?” We gathered feedback at multiple time points in 
the development process, which helped us hone the set of tar-
get practices for each voice. As one example, experts provided 
critical feedback about the need for an organizing framework 
for the target practices and suggested organizing characteris-
tics, which were then refined further through vetting with 
departmental chairs.

The product of synthesizing diverse forms of evidence was 
the target practices in the GATEs, and an organizing structure 
for the target practices that is used for all three voices. Appen-
dix B in the Supplemental Material describes the synthesized 
supporting evidence and rationale for each practice for each 
voice.

Identification of Starting Places
Most STEM departments in our project did not originally have 
any target practices in place. We wanted the resource that 
we developed to help departmental chairs quickly see the ways 
in which their current practices did not align with the target 

FIGURE 1. Overview of the development and potential uses of the 
GATEs. We developed the GATEs based on diverse forms of 
evidence and vetted the GATEs with departmental chairs to 
generate a research-based resource with two potential purposes.
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practices. We also wanted to normalize the reality that most 
STEM departments at research-intensive institutions currently 
fall far short of robust teaching evaluation practices (e.g., Den-
nin et al., 2017). Therefore, in addition to the target practices, 
we also developed a description of common starting places 
where departments may find themselves when they begin the 
process of teaching evaluation reform.

We developed the characterizations of starting places using 
data about the practices in our collaborating departments. We 
collected these data through one-on-one interviews in Summer 
2019 with departmental chairs and other department mem-
bers. We anticipated that there could be differences between 
how teaching evaluation was intended to occur and how it 
actually occurred, so we wanted to interview at least one fac-
ulty member in addition to the departmental chair. Aiming to 
recruit faculty who were likely to be familiar with recent teach-
ing evaluation in each department, we focused on faculty who 
had experienced being reviewed for tenure and/or promotion 
and who were reported by their colleagues to be influential 
regarding undergraduate education (as indicated on an anony-
mous survey). In total, we interviewed 12 departmental chairs 
and 13 other faculty from across the departments involved in 
our project. These semistructured interviews lasted about 60 
minutes, and the interview protocol asked questions about 
departmental policies and practices related to teaching evalua-
tion. The questions that provided data about teaching evalua-
tion practices are included in Appendix C in the Supplemental 
Material.

We systematically analyzed interview transcripts to deter-
mine the current practices in each department. Two research-
ers (S.K. and J.G.) independently read the interview transcripts 
and identified and documented specific teaching evaluation 
practices described in each of the interviews. The researchers 
then met to compare their analyses and dealt with any differ-
ences in findings by returning to the interviews and confirm-
ing the presence, absence, or specific details of mentioned 
practices. Thus, the researchers reached consensus about spe-
cific actions that local departments took around teaching eval-
uation and organized these practices by the three voices. 
Finally, they organized the teaching evaluation practices for 
each voice into three starting places that represented the vari-
ation among collaborating departments. Departments’ start-
ing places ranged from not using a specific voice for teaching 
evaluation to practices that reflected some deliberate action to 
improve practices.

Refinement and Further Development of the GATEs
At this point in the development process, the pilot GATEs con-
sisted of two components for each voice: a list of target prac-
tices and a characterization of common starting places. We 
examined how intended users interpreted and responded to 
this pilot version of the GATEs. Specifically, we sought to under-
stand whether departmental chairs understood the target prac-
tices as we intended and whether they recognized their own 
departments’ practices in the characterization of starting places. 
We were also interested in emotional responses, because we 
worried that a negative emotional response would prevent the 
GATEs from supporting change. Therefore, we aimed to mini-
mize negative emotional reactions to the GATEs when it was 
possible to do so without compromising content.

We first gathered evidence of responses to the GATEs through 
observation of departmental chairs working in groups to review 
the pilot version. Twelve departmental chairs participated in a 
meeting in which they reviewed the target practices for one 
voice and placed their department within a starting place for 
that voice. This provided initial evidence about how the GATEs 
were interpreted by departmental chairs. We include a brief 
description of this meeting and observations about how depart-
mental chairs responded in Examples of Potential GATEs Uses.

We also conducted one-on-one think-aloud interviews with 
six departmental chairs. We asked interviewees to read through 
the GATE for one voice and to share aloud everything they were 
thinking. We interviewed a broad range of departmental chairs, 
including two who had no prior experience with the GATEs and 
four who had worked with the project for more than a year and 
had previously interacted with the GATEs. We selected the voice 
for each interviewee to ensure that we had two interviews for 
each voice and that each participant was seeing the chosen 
voice for the first time. We also asked participants how they 
would use the GATEs in their departments.

These opportunities to vet the GATEs with departmental 
chairs resulted in multiple revisions to make the GATEs more 
user-friendly. We made changes to the wording used in the tar-
get practices and the starting places. As an example, we changed 
the name of one of the starting places from “consistency lack-
ing” to “closer to cohesion,” because departmental chairs mis-
read “consistency” as “consistently” and commented that the 
focus on deficiency through the use of “lacking” came across as 
judgmental. Another change to wording that resulted from evi-
dence of the responses of departmental chairs was replacing the 
word “trustworthy” with “reliable” to describe one of the three 
organizing characteristics of the target practices. We initially 
used the term “trustworthy” as a lay description for practices 
that give confidence that the evidence collected can be trusted 
to accurately represent someone’s teaching. However, in our 
investigation of departmental chairs’ engagement with the 
resource, some STEM departmental chairs prickled at the term 
“trustworthy” and responded more positively to the word “reli-
able.” Given that a key goal of the GATEs is to serve as a resource 
to STEM faculty and departments, we opted to use a word that 
was both understandable and less likely to prompt a negative 
emotional reaction.

We also altered the formatting based on evidence of how 
departmental chairs interacted with the GATEs. For example, 
the component of the GATEs that characterizes starting places 
was originally formatted as a table. However, this led depart-
mental chairs to interpret the starting places as stages to pass 
through on the way to target practices. We revised the format-
ting to clarify that departments at any of the starting places 
can move directly to target practices. As another example, we 
added the self-assessment formatting of the target practices 
following observations that users wanted to treat the target 
practice list as a checklist. Departmental chairs wanted to use 
a self-assessment themselves and envisioned providing it to 
faculty as part of conversations about reform. We deliberately 
kept this to one page, because users anticipated printing it to 
physically mark their progress and sharing it at in-person 
meetings.

Finally, we augmented the GATEs with one additional 
component. We observed that some departmental chairs felt 
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overwhelmed by the number of distinct target practices for 
each voice and floundered as they considered where to start. In 
contrast, other chairs noticed starting places that seemed feasi-
ble as well as ways to work toward multiple target practices 
at once. Departmental chairs also quickly recognized that, 
although the GATEs provided a big-picture and long-term plan, 
they needed more guidance. Therefore, the last component of 
the GATEs provides: 1) suggestions about target practices that 
can be fruitful initial achievements, 2) groups of target prac-
tices that could be efficiently accomplished together (i.e., “bun-
dles”), and 3) direct links to a Google document with additional 
reading and tools.

GATES: DESCRIPTION AND EVIDENCE
The goal of this section of the paper is to describe the GATEs 
that resulted from the iterative development process, as well as 
highlighting evidence supporting this research-based tool. The 
GATEs include a one-page overview and three components for 
each voice (see Appendix A in the Supplemental Material): 1) a 
list of target practices, organized as a departmental self-assess-
ment; 2) characterizations of common starting places, titled 
“Where Is Your Department Starting?”; 3) and ideas and 
resources to support movement toward the target practices, 
titled “Starting Strong and Engaging Efficiently.”

Target Practices
The GATEs aims to provide departments with clearly articu-
lated, long-term goals for robust and equitable teaching evalu-
ation practices. We refer to these as “target practices” to empha-
size that they describe departmental-level decisions and actions 
(i.e., practices) that are likely to be aspirational for many 
departments (i.e., targets). The target practices address the 
breadth and specifics of the decisions, standards, and expecta-
tions that are important for robust and equitable teaching eval-
uation for each voice.

Through the iterative development process, three character-
istics emerged as a useful organizing framework for target prac-
tices, and we discuss specific target practices using this frame-
work. Robust and equitable teaching evaluation is 1) structured, 
2) reliable, and 3) longitudinal. Target practices that lend struc-
ture to teaching evaluation help to minimize bias, create more 
consistency, and thereby result in more equitable evaluation 
experiences across faculty, much like structure fosters equity in 
other contexts in higher education (e.g., Haak et al., 2011; 
Eddy and Hogan, 2014; O’Meara et al., 2019; Laursen and Aus-
tin, 2020). Evaluation that is reliable is informed by multiple 
sources of evidence, making it less subject to bias and more 
trustworthy. Evaluation that is longitudinal is able to document 
improvement over time and provide feedback to faculty about 
strengths and room for improvement.

The target practices are organized as a self-assessment 
(Tables 1–3) that invites users to record their departments’ cur-
rent status for each practice as “fully in place,” “working on it,” 
“want to work on it,” and “not right now.” These options 
acknowledge a few realities that we observed in interactions 
with departmental chairs. First, a department may engage in a 
year or more of activity that is fruitful but falls short of having 
practices fully in place (i.e., “working on it”). We included 
“want to work on it,” because departments may aspire to a tar-
get practice, but may not yet have taken any action. Finally, we 

worded the lowest level of commitment (i.e., “not right now”) 
to leave room for making progress in the future.

Depending on their goals, readers will appreciate different 
levels of detail about the diverse forms of evidence supporting 
the target practices. Readers who are primarily interested in the 
target practices and the GATEs as a tool should focus their 
attention on Tables 1–3, potentially only skimming this section. 
Readers who want to know more about the underlying ratio-
nale and research may appreciate the detail in this section of the 
paper, which summarizes supporting evidence, including rele-
vant research literature. For the sake of brevity, we primarily 
describe peer voice target practices. Change agents may want 
even more detail and resources. Appendix B in the Supplemen-
tal Material describes the rationale and supporting evidence for 
every target practice for all three voices. As more scholarship 
about teaching evaluation and more reform efforts are under-
taken, we will learn more about which teaching evaluation 
practices are most important. Therefore, we present the GATEs 
as a valuable resource to guide reform now and in the future 
and also as a living resource that can be updated as our collec-
tive knowledge grows.

The next three subsections describe target practices and sup-
porting evidence and are ordered to follow the GATEs (Tables 
1–3): structured, reliable, and longitudinal.

Structured. Evaluation that is structured involves formalized 
processes, expectations, training, and support for faculty. As 
Table 1 shows, structured use of peer voice includes eight target 
practices. One target practice calls for a formal observation 
form to influence what is observed and which other data are 
collected. Reform efforts across multiple institutions have man-
dated or supported the development of peer observation forms, 
because they help to standardize what observers pay attention 
to and externalize a department’s expectations for effective 
teaching (Appendix B in the Supplemental Material). Transpar-
ent expectations help create equity among faculty, because 
everyone has access to the same information about what is 
expected of them. Importantly, target practices do not dictate 
the particular standards that a department should adopt, 
because each discipline, institution, and department has unique 
needs and contingencies to consider. Rather, the target practices 
outline key decisions that departments will need to make to 
bring structure to collecting and analyzing evidence of teaching 
effectiveness from peer voice. Working toward structured target 
practices requires moving away from teaching evaluation that is 
inconsistent across faculty or guided primarily by historical 
precedent.

Structured teaching evaluation requires the development, 
refinement, and maintenance of standards and expectations. To 
support this work, the target practices for achieving structure 
address the need for human resources, collective decision mak-
ing, and training for faculty. For example, peer voice target 
practice 5 recognizes that one or more faculty will need to orga-
nize peer observation (Table 1). The departments that have 
made the most progress reforming their teaching evaluation 
practices in our project have appointed committees or identi-
fied faculty to lead the development and implementation of 
new practices.

This service work is not an insignificant time commit-
ment, and guided by scholarly literature about inequities in 
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faculty work, peer voice target practice 6 calls for recogniz-
ing faculty work associated with organizing and providing 
peer observations (Table 1). Recognizing these service con-
tributions is a crucial equity concern, because there is grow-
ing recognition of inequities in faculty work by gender and 
race (e.g., Baez, 2000; Griffin and Reddick, 2011; Guarino 
and Borden, 2017; O’Meara et al., 2017a, b; Misra et al., 
2021). Though service work related to teaching evaluation 
has not been specifically investigated to determine whether 
this workload is distributed equitably, investigations of other 
teaching and service work provide cautionary tales. Thus, 
departments pursuing peer evaluation should explicitly rec-
ognize this service, for example, by accounting for it as 
departmental service akin to other departmental committee 
work.

Developing formal processes and securing buy-in from fac-
ulty likely necessitates some degree of discussion in depart-
ments, which is recognized in peer voice target practice 7 (Table 
1). Departments will approach this in different ways. Some 
departments develop new processes and policies through vigor-
ous discussion among the entire faculty, whereas other depart-
ments pursue change by strategically building support for new 
policies among committees or informal subsets of faculty. Tar-
get practices for each voice highlight the importance of discus-

sion among faculty and also recognize that faculty and depart-
ments will determine the best way to approach consensus 
building in their local contexts.

STEM faculty within our institution were largely unfamiliar 
with collecting, analyzing, and using evidence to evaluate their 
own and others’ teaching. Thus, it makes sense that research 
institutions that have reformed peer observation often require 
or recommend training for peer observers (see Appendix B in 
the Supplemental Material). Peer voice target practice 8 focuses 
on departments arranging for or providing training. Training 
for peer observers supports the structure that departments 
build through other target practices. For example, a standard 
peer observation form is likely to be interpreted and used differ-
ently by observers. Training can help peer observers come to 
consensus about what is important to observe, thereby resulting 
in more consistent and fairer peer observation across faculty.

Though training for peer observation was advocated by 
other reform efforts (Appendix B in the Supplemental Mate-
rial), we did not find examples of institutions or departments 
training faculty about appropriately using student voice or 
engaging in systematic teaching self-reflection. Yet we observed 
just as much need for support among faculty in these areas 
within our collaborating departments. Faculty who are not 
experienced with teaching evaluation deserve training and 

TABLE 1. Peer voice target practices, organized by three characteristics of robust and equitable teaching evaluation, and formatted as a 
self-assessment

Peer voice target practices: What is your status and what actions will you take?
Not right 

now
Want to 

work on it
Working 

on it
Fully in 
place

Structured 1 Department uses a formal observation form to guide what is observed and 
which other data are collected (e.g., class materials, assessments, 
pre-observation meeting). Forms may be adopted or adapted from other 
departments.

◻ ◻ ◻ ◻

2 Department has a formal template for writing a report based on peer review, 
potentially distinguishing between formative and summative review.

◻ ◻ ◻ ◻

3 Department uses formal processes or criteria to select peer observer(s) for all 
instructors.

◻ ◻ ◻ ◻

4 Department enacts policy about the number of peer observations and 
observers during a review period and/or across review periods.

◻ ◻ ◻ ◻

5 Department designates a coordinator, leader, or committee to carry out and 
refine peer observation practices.

◻ ◻ ◻ ◻

6 Department has a process for allocating and recognizing workload related to 
coordinating and conducting observations.

◻ ◻ ◻ ◻

7 Department periodically discusses and improves peer evaluation practices to 
maximize utility to instructors and the department.

◻ ◻ ◻ ◻

8 Department provides or arranges formal training about the departmental 
peer review process for peer observers.

◻ ◻ ◻ ◻

Reliable 9 Department relies on multiple observations for all instructors, such as using 
multiple observers, observing multiple lessons, and/or observing 
multiple courses.

◻ ◻ ◻ ◻

10 Department specifies which class materials (e.g., syllabi, exams, homework, 
slides, handouts) are collected and evaluated as part of peer observation.

◻ ◻ ◻ ◻

11 Department expects observers to talk with instructors to properly contextual-
ize observations and review of materials. This might include discussing 
course goals, lesson goals, class structure, and students.

◻ ◻ ◻ ◻

Longitudinal 12 Department conducts peer observation over multiple time points in a review 
period for all instructors to document teaching improvements.

◻ ◻ ◻ ◻

13 Department ensures that the peer observation process provides feedback to 
instructors via follow-up discussion that covers strengths and areas for 
improvement.

◻ ◻ ◻ ◻
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support so that they can meaningfully participate, and thus the 
GATEs include a target practice related to training for each 
voice (Tables 1–3).

Reliable. Target practices that address reliability help depart-
ments trust the conclusions drawn from evidence of teaching 
effectiveness. These practices involve drawing on multiple 
sources of evidence, considering potential sources of bias, and 
relying on intentional and appropriate analysis of collected evi-
dence. As a reminder, we used the term “reliable” rather than 
alternatives because it elicited more favorable responses from 
STEM departmental chairs. We use “reliable” as a lay term that 
means “you can rely on this evidence.” As Table 1 shows, reli-
able use of peer voice includes three target practices.

These target practices focus on broadening the information 
used for peer review, because inferences drawn from multiple 
sources of data are likely to be more informative and trust-
worthy. Target practice 9 calls for using multiple observations of 
a class, rather than just one, which is recommended across insti-

tutions (Appendix B in the Supplemental Material). Target 
practice 10 describes the review of class materials, rather than 
just classroom observations. This is important, because stu-
dents’ learning experiences extend well beyond the classroom, 
and thus examining class materials provides a more robust view 
of a course. For example, exams and projects influence students’ 
grades and even their approaches to learning (Stanger-Hall, 
2012), but class periods focused on these are generally pur-
posely avoided for peer observation because they differ from 
typical instruction. Additionally, class materials like the syllabus 
are important tools for equitably communicating key informa-
tion to students and can set the tone for a welcoming class cli-
mate (e.g., Gin et al., 2021). Finally, target practice 11 recog-
nizes that peer observation, even repeated over a few lessons, 
offers a limited vantage point. It calls for discussions between 
peer observers and the instructor to place observations within 
the context of the course goals, course structure, and student 
body (Table 1). Without such conversations, peer observers 
may not be able to appreciate how instructors’ decisions reflect 

TABLE 2. Student voice target practices, organized by three characteristics of robust and equitable teaching evaluation, and formatted as a 
self-assessment

Student voice target practices: What is your status and what actions will you take?
Not right 

now
Want to 

work on it
Working 

on it
Fully in 
place

Structured 1 Department has formal standards for how and when instructors collect, 
analyze, and report student data (e.g., response rate expectation, 
standard quantitative and qualitative analysis).

◻ ◻ ◻ ◻

2 Department makes appropriate distinctions in their expectations about 
student data for different review periods (e.g., annual review, third-year 
review, promotions) and different levels of teaching experience with a 
given course.

◻ ◻ ◻ ◻

3 Department periodically discusses and improves expectations for collecting 
and analyzing data from students to maximize utility to instructors and 
the department.

◻ ◻ ◻ ◻

4 Department provides or arranges formal training, or other support, for 
instructors about collecting and analyzing student data, including 
achieving high response rates, analyzing quantitative and qualitative 
data systematically and appropriately, gathering data beyond mandatory 
evaluations, and making comparisons across time.

◻ ◻ ◻ ◻

Reliable 5 Department expects instructors to do everything they can to achieve high 
response rates on mandatory student evaluations (e.g., course credit 
offered, class time set aside).

◻ ◻ ◻ ◻

6 Department recognizes known biases, such as bias against women, 
minoritized groups, and large class size, and limits comparisons of 
mandatory student evaluations between instructors.

◻ ◻ ◻ ◻

7 Department specifies that quantitative questions on mandatory student 
evaluations be analyzed as distributions of scores, rather than averages. 
Because quantitative questions often use an ordinal rating scale 
(excellent, very good, good, poor), average scores and standard 
deviations are inappropriate. We cannot assume the points on ordinal 
scales are equidistant.

◻ ◻ ◻ ◻

8 Department specifies which set of quantitative student evaluation questions 
are used for each review period (e.g., annual, promotion).

◻ ◻ ◻ ◻

9 Department specifies that student comments on mandatory evaluations be 
systematically examined to determine teaching strengths and room for 
improvement.

◻ ◻ ◻ ◻

10 Department expects instructors to collect, analyze, and interpret some data 
beyond mandatory student evaluations.

◻ ◻ ◻ ◻

Longitudinal 11 Department expects instructors to document change (or consistently 
exemplary results) by comparing data from students across multiple 
time points.

◻ ◻ ◻ ◻
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attention to their particular students, learning objectives, and 
course. Multiple institutions recommend these target practices 
as part of peer review of teaching (Appendix B in the Supple-
mental Material).

We also highlight a few student voice target practices that 
deal with considering the potential for bias and appropriately 
analyzing data. Biases in the data collected can make teaching 
evaluation both unfair and uninformative. Biases have been 
most thoroughly documented in student evaluation, and stu-
dent voice target practice 6 specifies that departments recognize 
known biases and act accordingly, including limiting compari-
sons of these data between instructors (Table 2). Comparisons 
among instructors often will not be trustworthy, because the 
ratings can depend on irrelevant instructor characteristics. A 
variety of factors unrelated to effective teaching can be associ-
ated with scores on mandatory evaluations, including instruc-
tor’s gender (e.g., Boring, 2017; Fan et al., 2019; Adams et al., 
2022), instructor’s race and ethnicity (e.g., Anderson and Smith, 
2005; Smith and Hawkins, 2011), instructor’s native language 
(Fan et al., 2019), and class size (Bedard and Kuhn, 2008).

Another potential source of bias is introduced for student 
evaluations when response rates are low. Student voice target 
practice 5 stipulates that departments set expectations for high 
response rates for these surveys (Table 2). There are several 
practical solutions to achieving high response rates, such as 
allowing time in class to complete evaluations or offering a 
small incentive to students for completing the evaluation (e.g., 
Berk, 2012; see details in the external resources linked in Start-

ing Strong and Engaging Efficiently with Student Voice in 
Appendix A in the Supplemental Material). Departments can 
encourage faculty to use these simple strategies to increase 
response rates by setting an expectation for the outcome (e.g., 
response rate of at least 85%) or the process (e.g., offer nominal 
extra credit if 85% of the class completes the survey).

Reliable teaching evaluation also requires appropriate and 
intentional analysis of the data collected. Student voice target 
practice 7 calls for analyzing quantitative results of mandatory 
student course evaluations as distributions rather than means 
(Table 2). This is important, because these questions often use 
an ordinal rating scale (excellent, very good, good, poor), and 
thus it cannot be assumed that the points on the scales are 
interpreted as equidistant (Bishop and Herron, 2015). For 
example, students may interpret the distance between good 
and very good as small compared with the distance between 
very good and excellent. If the points on the scale are not inter-
preted as equidistant by respondents, then means and standard 
deviations are not meaningful ways to summarize these data. 
Similarly, student comments from mandatory evaluations must 
be analyzed reliably. A common practice in our collaborating 
departments was selecting a sample of student comments for 
promotion and tenure dossiers that most positively portrayed 
the instructor and course. Sometimes referred to as “cher-
ry-picking,” this practice makes the written data from students 
an entirely unreliable source of information. Departments 
using student voice target practice 9 expect that faculty under-
take a systematic approach to analyzing student comments for 

TABLE 3. Self voice target practices, organized by three characteristics of robust and equitable teaching evaluation, and formatted as a 
self-assessment

Self voice target practices: What is your status and what actions will you take?
Not right 

now
Want to 

work on it
Working 

on it
Fully in 
place

Structured 1 Department uses a formal self-reflection form to guide the scope and content of 
written self-reflection narratives, including standards for what constitutes 
evidence-based self-reflection. Forms may be adopted or adapted from other 
departments. 

◻ ◻ ◻ ◻

2 Department periodically discusses and improves standards for written teaching 
reflections to maximize utility to instructors and the department.

◻ ◻ ◻ ◻

3 Department provides or arranges formal training or other support for instructors 
concerning the self-reflection process and to help instructors meet departmen-
tal expectations for documenting self-reflection.

◻ ◻ ◻ ◻

Reliable 4 Department expects instructors to engage in a self-reflection process and provide 
written documentation thereof that is focused on tackling teaching challenges 
(e.g., concerns raised in student evaluations or peer observation, student 
learning difficulties, lack of engagement).

◻ ◻ ◻ ◻

5 Department expects the self-reflection process and written documentation thereof 
to rely on the systematic analysis of evidence about student learning and 
experiences.

◻ ◻ ◻ ◻

6 Departmental expectations for self-reflection consider the experience level of 
instructors. For example, instructors new to a course or teaching may 
primarily rely on informal sources of data (e.g., notes, brief written feedback 
from students), whereas more experienced instructors rely on formal sources 
of data (e.g., assessment data) and systematic observation (e.g., feedback 
from trained peers).

◻ ◻ ◻ ◻

Longitudinal 7 Department expects that written reflections discuss how instructors have built on 
prior self-reflections, including the outcomes of planned improvements and 
innovations.

◻ ◻ ◻ ◻

8 Department expects that written reflections discuss efforts to grow and learn as 
educators. This can include learning from both successes and failures.

◻ ◻ ◻ ◻
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evidence of teaching strengths and areas for improvement 
(Table 2).

Longitudinal. Evaluation that is longitudinal is able to docu-
ment change over time and provide feedback to faculty about 
teaching strengths and areas for improvement. These target 
practices allow departments to value instructors’ efforts to con-
tinuously improve, rather than just valuing teaching achieve-
ments. This is realistic for a few reasons. First, not all faculty 
will have had equivalent opportunities to develop their teach-
ing skills and expertise. Second, not all faculty will aim to be 
exceptional college teachers. Third, it is likely that not all fac-
ulty in a department will be equally effective. Yet all faculty can 
improve their teaching. Thus, teaching evaluation that recog-
nizes efforts toward continuous improvement is likely to be 
more equitable and more effective at supporting the diversity of 
goals and skills among faculty in a department. Accordingly, 
multiple research institutions have created policies and recom-
mendations for teaching evaluation that value improvement 
over time (see Appendix B in the Supplemental Material).

As Table 1 shows, longitudinal use of peer voice includes two 
target practices focused on documenting and supporting con-
tinuous improvement. Peer voice target practice 12 involves 
conducting peer observation at multiple time points in a review 
period with the goal of documenting teaching improvements 
over time (Table 1). Repeated evaluation of teaching, using 

peer, student, or self voice, offers both accountability for faculty 
to pursue improvements and the opportunity for teaching 
improvements to be recognized and rewarded. Target practice 
13 calls for the peer observation process to provide actionable 
feedback for instructors about both strengths and areas for 
improvement (Table 1). Our collaborating departmental chairs 
desired better approaches for providing instructors with feed-
back to inform teaching improvements, and feedback from 
peers can foster more reflective teaching and learning about 
teaching among faculty (e.g., Dillon et al., 2020). Additionally, 
faculty desire constructive feedback from respected peers 
because they expect such feedback to help them improve (e.g., 
Brickman et al., 2016).

Where Is Your Department Starting?
In addition to the list of target practices, the GATEs include a 
component titled “Where Is Your Department Starting?” that 
describes three common starting places for departments for 
each voice: 1) Absent, 2) Bits & Pieces, and 3) Closer to Cohe-
sion (Figure 2). These three categorizations emerged from our 
interview data with departments at the start of our project. 
“Absent” recognizes that a department may not currently use a 
particular voice to evaluate teaching. “Bits & Pieces” applies 
when a department uses a voice to evaluate teaching but has 
few (or no) formalized processes or expectations. For example, 
a department might conduct peer evaluation without any 

FIGURE 2. The Where Is Your Starting Place? component for each voice can help departments recognize their current practices and the 
ways in which those practices fall short of the target practices. Departments at each starting place can proceed directly to developing 
target practices. Shading is the same as the target practices: blue = structured, yellow = reliable, pink = longitudinal.
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explicit policies or practices. This is likely to result in inconsis-
tent, and therefore inequitable, peer observation across faculty. 
“Closer to Cohesion” describes departments that have estab-
lished some specific departmental practices for using a voice in 
teaching evaluation. This starting place is important to 
recognize, because the practices described here likely represent 
deliberate efforts by a department or leader to improve teaching 
evaluation. Yet these practices fall short of robust and equitable 
teaching evaluation in important ways. For example, the 
evidence produced by the practices described in Closer to 
Cohesion for peer voice may vary considerably across observers 
and faculty, making it both less trustworthy and inequitable 
(Figure 2). As for the target practices, this component of the 
GATEs makes distinctions between structured, reliable, and 
longitudinal.

The main purpose of the Where Is Your Department Start-
ing? component is to help departments recognize their starting 
places and the ways in which their current practices fall short of 
the target practices. In our experience, that is achieved rela-
tively quickly. When we used this component in a meeting with 
departmental chairs, we aimed for these leaders to read the 
descriptions of starting places for one voice, recognize their 
existing practices and a need for change, and move on to care-
fully consider the target practices within about 5 minutes.

Starting Strong and Engaging Efficiently
The final component of the GATE for each voice aims to help 
users envision how they could immediately and efficiently work 
toward target practices. As described in Refinement and Further 

Development of the GATEs, we observed that some departmental 
chairs felt overwhelmed when they read the list of target prac-
tices and reflected on the fact that none were currently in place 
in their own departments. One department leader explained 
that the “activation energy” needed to get started felt too high. 
Others wanted advice about how to get started in their own 
departments. Therefore, we developed this component for 
departmental chairs who wanted more direction. This offers 
three things: ideas about which target practices to tackle first, 
bundles of target practices that can be efficiently developed 
together, and links to outside resources directly related to the 
target practices.

Using peer voice as an example (Figure 3), this component 
suggests two “quick start ideas.” One way that departments 
could get started building peer evaluation practices is by con-
vening a committee (target practice 5). A committee can then 
take responsibility for developing or adapting a peer observa-
tion form (target practice 1). As noted earlier, departments will 
need to explicitly recognize the workload of committee mem-
bers as they develop and deploy new peer observation prac-
tices, so this is highlighted as an important early step (target 
practice 6).

Another starting place that appealed to some departments 
was considering existing peer observation forms used in other 
STEM departments. A productive next step could be piloting an 
adapted observation form with a subset of willing faculty. Our 
collaborating departmental chairs could often name faculty 
who would see immediate value in participating in peer obser-
vation, such as new faculty eager for teaching feedback and 

FIGURE 3. The Starting Strong and Engaging Efficiently component for each voice offers more direction for those who want it. This 
component has three parts: ideas about which target practices to tackle first, bundles of target practices that can be efficiently developed 
together, and links to outside resources directly related to the target practices. The outside resources are stored in a Google sheet that can 
be accessed by anyone with the link. Shading is the same as for the target practices: blue = structured, yellow = reliable, pink = longitudinal.



CBE—Life Sciences Education • 21:ar42, Fall 2022 21:ar42, 11

Guides to Advance Teaching Evaluation

faculty looking toward promotion who wanted peer observation 
feedback as part of their dossiers. Departmental chairs antici-
pated engaging these faculty in a pilot enactment of peer obser-
vation and then creating opportunities for these faculty to share 
their experiences with others, generating conversations that 
conveyed the benefits that faculty had experienced as a result of 
peer observation (target practice 7). This approach would also 
lead a department to prioritize the development of teaching 
evaluation practices that provide constructive feedback about 
strengths and areas for improvement (target practice 13).

This component of the GATEs also suggests bundles of prac-
tices that could be efficiently accomplished together. We expect 
this approach to appeal to taxed departmental chairs and 
maybe especially to certain professional identities who priori-
tize maximizing efficiencies, such as engineers. For peer voice, 
the first bundle includes five target practices and essentially 
encompasses the decisions that departments will need to make 
about the breadth of information that observers will rely on and 
how observers will communicate their evaluations (Figure 3). 
The second suggested bundle similarly groups a set of decisions 
that departments can make at one time, in this case about the 
logistics of implementing peer observation. These are examples 
of how departments could achieve multiple related target prac-
tices through one coherent action.

The last offering of this component of the GATEs is a link to 
curated resources directly related to the target practices high-
lighted on the page (Figure 3). For peer voice, this includes 
links to peer observation forms and related resources at nine 
research-intensive institutions.

EXAMPLES OF POTENTIAL GATES USES
In this section, we provide anecdotal examples of how we have 
used the GATEs to help the reader imagine possible uses. We 
propose that the GATEs can be useful in two contexts: 1) as a 
planning tool that provides concrete goals to guide the reform 
of departmental teaching evaluation practices in research-in-
tensive institutions and 2) as a research tool to document 
departmental practices at different time points.

Example of Using the GATEs as a Resource for Departmen-
tal Change
We describe how our project used the GATEs in a facilitated 
meeting of STEM departmental chairs, and a few observations 
we made about how chairs interacted with the GATEs. We facil-
itated a meeting in which departmental chairs considered two 
components of the GATEs: the target practices and Where Is 
Your Starting Place? Our meeting goals were for departmental 
chairs to 1) recognize how their departmental practices aligned 
(or not) with target practices for at least one voice, 2) recognize 
the types of practices their departments may need that they 
currently lack, and 3) identify one or more target practices that 
they wanted to pursue in their departments.

The meeting consisted of a short presentation, discussions in 
breakout rooms, and goal setting. The lead facilitator (P.P.L.) 
reminded departmental chairs of the three-voice framework 
and explained that the meeting would focus on considering tar-
get practices aligned with these voices. She emphasized that the 
GATEs were based on practices from other research-intensive 
institutions and national reform efforts, as well as what was 
occurring within local STEM departments. P.P.L. oriented chairs 

to the GATEs, explaining that structured, reliable, and longitu-
dinal are key characteristics of robust evaluation.

Next, we assigned departmental chairs to a breakout room 
to discuss the GATE for one voice, based on interests they had 
expressed in prior meetings. Once in breakout rooms in groups 
comprising two to four departmental chairs and a facilitator, 
chairs read through the target practices and starting places. 
Facilitators prompted chairs to reflect on which practices 
jumped out at them and why. After several minutes of reading 
and reflection, facilitators prompted chairs to place their depart-
ments in a starting place for structured, reliable, and longitudi-
nal and to note whether their departments had achieved any 
target practices. After discussing their assessments of their cur-
rent practices, the facilitators prompted departmental chairs to 
consider what target practices they would work on during the 
next year, with attention to progress already made, practices 
that would resonate with members of their departments, and 
the availability of human resources.

Based on this experience of using the GATEs, we offer a few 
early insights that may be useful to change agents. First, the 
GATEs helped make facilitated conversations about teaching 
evaluation concrete and productive. Departmental chairs were 
able to quickly make sense of target practices and to consider 
how their departments’ approaches to teaching evaluation dif-
fered from the target practices. Chairs with varying levels of 
knowledge about teaching evaluation could engage in discus-
sions about specific departmental practices that they may never 
have considered previously. Reflecting on the target practices 
also helped departmental chairs decide or confirm what voice 
and target practices they wanted to prioritize for further action 
and consideration.

Second, departmental chairs’ judgments of their current 
practices, including both starting places and target practice sta-
tus, aligned with the research team’s judgments, suggesting 
that departmental chairs may be able to accurately self-assess 
departmental teaching evaluation practices. Chairs recognized 
and felt comfortable sharing their starting places, even when 
they placed themselves in the Absent or Bits & Pieces category. 
The self-assessment process also prompted departmental chairs 
to consider which target practices seemed more and less palat-
able their colleagues and to honestly recognize progress yet to 
be made. Recognizing a need for change is often a key compo-
nent of motivation or readiness to change (Armenakis and Har-
ris, 2002; Rogers, 2010; Andrews and Lemons, 2015), and 
engaging with the GATEs may help departments recognize 
ways in which their current practices need improvement.

Third, departmental chairs envisioned different ways to use 
the GATEs in their departments, suggesting this resource can 
serve different purposes. A few described using the GATEs to set 
goals for themselves as leaders and to think about which depart-
mental colleagues could help them work toward those goals. 
Departmental chairs saw the GATEs as a conversation starter 
and resource within a department. One departmental chair 
described how the GATEs could work in conjunction with 
related tools (e.g., peer observation forms) to serve as a com-
prehensive resource and to help convince faculty of the need to 
change teaching evaluation practices. Another departmental 
chair planned to use the GATEs to form a “charge” for a com-
mittee and to help the committee develop a long-term “map” of 
the change needed.
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Example of Using the GATEs in Research
In addition to serving as a source of long-term goals for robust 
and equitable teaching evaluation practices, parts of the GATEs 
may be useful to researchers. We conducted modest pilot tests 
using different sources of data to characterize a department’s 
current teaching evaluation practices. We used recordings of 
meetings of the departmental chairs, departmental chair 
goal-setting notes, and one-on-one interviews. We found that 
the most robust data for this assessment came from one-on-one 
interviews with two or more faculty who were directly involved 
with teaching evaluation in the department, including the 
departmental chair. In our study, these data came from inter-
views that directly asked about departmental teaching evalua-
tion practices (see Appendix C in the Supplemental Material). 
The interview asked direct questions about both peer evaluation 
and student evaluation practices, and the data regarding self-re-
flection practices came from more general questions about how 
teaching was evaluated annually and for promotion and tenure.

We determined the interrater reliability for categorizing 
departmental teaching evaluation practices using the GATEs. 
We calculated interrater reliability using a weighted Cohen’s 
kappa. This calculation accounts for the ordered nature of cate-
gories, weighting disagreements that are further apart more 
than disagreements that are closer. We characterized depart-
ments’ teaching evaluation practices at the start of the project, 
when not many departments had target practices in place. 
Therefore, we rated departments’ practices as best aligned with 
one of four categories: Absent, Bits & Pieces, Closer to Cohe-
sion, or some target practices in place. We treated these catego-
ries as ordinal. We made these judgments for each voice and for 
the three characteristics of robust and equitable teaching evalu-
ation (e.g., structured, reliable, longitudinal). Therefore, raters 
made nine judgments for each department. One rater (S.K.) 
was very familiar with these departments’ practices, because 
she had conducted the interviews and attended all project 
meetings with departmental chairs. The other rater was new to 
the project, reading the interview transcripts for the first time. 
These two raters achieved high interrater reliability (weighted 

Cohen’s kappa = 0.925; Fleiss and Cohen, 1973) and discussed 
all disagreements to reach consensus.

Across 12 departments, only one department had any target 
practices in place at the start of our institutional transformation 
project. The two raters agreed that this department exhibited 
two peer voice target practices (2 and 7), which are both related 
to structure. Table 4 shows the number of departments at each 
starting place, by voice and characteristic of teaching evalua-
tion, at the start of their involvement in the project. On average, 
our local STEM departments had more advanced starting places 
for peer voice than for student voice, and most commonly 
lacked practices for using the instructor’s own perspective (i.e., 
self voice) for teaching evaluation. Bits & Pieces as a starting 
place was most common across voices, meaning that depart-
ments used that voice in teaching evaluation, but lacked any 
standards or formalized processes. Overall, these data empha-
size the considerable dearth of robust and equitable teaching 
practices among STEM departments at one research institution 
before intervention.

DISCUSSION
This paper describes the development and vetting of a novel 
resource to support STEM departments in building robust and 
equitable teaching evaluation practices. Given the documented 
problems with student course evaluations (e.g., Bedard and 
Kuhn, 2008; Smith and Hawkins, 2011; Boring, 2017; Fan 
et al., 2019) and widespread dissatisfaction with these data 
among faculty (Brickman et al., 2016), departments need to 
advance beyond sole reliance on student evaluations. The 
GATEs can help departments leverage the distinct and import-
ant perspectives of trained peers, students, and the instructors 
themselves. We drew on the best available evidence to develop 
the GATEs, but the scholarly literature about departmental 
teaching evaluation practices is sparse. We encourage users to 
view the GATEs as a useful resource for right now and also as a 
resource subject to change as we learn more from teaching eval-
uation scholarship and reform efforts over time.

The GATEs were designed to strike a balance between being 
prescriptive and flexible, recognizing that departments will 
need to develop practices suited to their context while staying 
true to principles of robust and equitable teaching evaluation. 
Formalizing expectations by writing them down in forms and 
policies, and then consistently using them, is crucial to ensuring 
that evaluation is equitable across faculty. Teaching evaluation 
that is optional or unstructured may communicate to faculty 
that the intellectual work of teaching and their efforts to contin-
uously improve are not valuable or measurable. Therefore, the 
GATEs call on departments to formalize expectations for teach-
ing, which is prescriptive. The GATEs are also fundamentally 
flexible because each department determines the expectations 
they have for teaching and continuous teaching improvement. 
Research expectations for promotion, an analogous reality 
familiar to STEM departments, are both prescriptive and flexi-
ble. It is common for departments to expect faculty to publish 
their work and garner funding, but the exact number of publi-
cations or external funding amounts are not stipulated to allow 
for differences among research areas and faculty. The GATEs 
direct departments to create standards for teaching evaluation 
but do not specify the content of those standards to allow for 
differences across departmental contexts.

TABLE 4. Number of departments with teaching practices aligned 
with three different “starting places” for 12 STEM departments at 
the beginning of the project, divided by voice and characteristic of 
evaluationa

Absent Bits & Pieces
Closer to  
Cohesion

Peer voice
 Structured 1 4 6
 Reliable 1 5 6
 Longitudinal 1 7 4

Student voice
 Structured 0 7 5
 Reliable 0 12 0
 Longitudinal 0 12 0

Self voice
 Structured 8 4 0
 Reliable 8 4 0
 Longitudinal 8 4 0
aThe criteria for each starting place for each voice are found in Appendix A in the 
Supplemental Material, and peer voice is also provided in Figure 2.
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We observed that departmental chairs differed in the level 
of prescriptiveness they preferred, and thus they responded to 
the GATEs differently. For example, peer voice target practice 1 
and self voice target practice 1 relate to the use of standard 
forms for peer evaluation and written self-reflection, respec-
tively (Tables 1 and 3). These target practices intentionally do 
not specify the content of these forms, because departments 
will need to discuss the subject of observation and reflection. 
Some departmental chairs objected to having any standard 
forms, due to concerns that faculty would resist anything pre-
scriptive and that a departmental form could curtail faculty 
freedom of expression. On the other hand, some departmental 
chairs considered the target practices insufficiently prescrip-
tive. They worried that having to develop forms to suit their 
departments was too burdensome for faculty, and they desired 
examples (e.g., peer observation forms, rubrics to assess 
self-reflections, etc.) that could be used as provided or tweaked 
to suit their departments. Luckily, departments do not have to 
start this work from scratch. They can rely on extensive prior 
research on effective teaching and work done by multiple 
groups to define effective teaching and build tools to evaluate 
teaching effectiveness (e.g., Simonson et al., 2021; Weaver 
et al., 2020). As described earlier, we added the Starting Strong 
and Engaging Efficiently component to meet the needs of users 
who desired more specific guidance and examples they could 
adapt to their settings. Change agents should anticipate that 
some colleagues may object to creating standards for teaching 
evaluation.

Limitations
Though the GATEs fill an important gap, this resource does not 
address every shift that departments may need to make to 
incentivize effective teaching. Most critically, the GATEs do not 
specify how departments should use judgments about teaching 
effectiveness to inform high-stakes decisions about merit raises, 
promotion, or tenure (Dennin et al., 2017). Establishing how 
judgments of teaching effectiveness will be used is a necessary 
step in achieving the ultimate goal of improving students’ expe-
riences in undergraduate STEM classrooms. Robust and equita-
ble teaching evaluation practices may have little effect on fac-
ulty and students if the results of these evaluations are not 
seriously considered in decisions about salaries, appointments, 
and promotions. Our institutional transformation project is 
guided by the philosophy that it is not fair to faculty to immedi-
ately consider teaching effectiveness in high-stakes decisions if 
it has largely been overlooked in the past, nor is it fair to ask 
faculty to invest time in robust evaluation practices that have no 
actual consequences. Therefore, departments should consider 
developing a plan for how to transition to a system in which 
robust evidence of teaching effectiveness meaningfully informs 
decisions.

Another limitation of the GATEs is that it was developed to 
meet the needs of STEM departments in one institutional 
change project. This is limited in both scope and time. We relied 
on both expert feedback and evidence of teaching evaluation 
practices emerging from other reform efforts, which broadens 
the relevance of the GATEs well beyond one institution. None-
theless, extrainstitutional, institutional, departmental, and cul-
tural factors may make some target practices ill-suited to some 
contexts. For example, faculty unions or institutional policies 

may dictate some teaching evaluation practices, such as the 
number of peer observations allowed in a given time period. 
Therefore, a departmental practice would need to align with 
external requirements. Additionally, this work does not estab-
lish the utility of the GATEs in other institution types and non-
STEM disciplines. Furthermore, this work does not allow us to 
draw conclusions about the long-term impacts of the GATEs on 
departmental teaching evaluation practices.

Researchers studying departments outside their own 
institutions or departments with which they have not inter-
acted with previously will likely need to interview more fac-
ulty to gather sufficiently detailed and contextualized data 
about current teaching evaluation practices. We had access 
to detailed information about departmental practices and 
often insider knowledge of such practices, which allowed us 
to make reliable judgements about target practices for 
collaborating departments. We collected data to determine 
the status of target practices using one-on-one interviews 
with multiple faculty from each department. The project 
team also includes members of multiple collaborating 
departments, providing additional insider knowledge. We 
have worked with the collaborating departments for more 
than two years, providing multiple opportunities to confirm 
the details of teaching evaluation practices, or lack thereof. 
We also did not thoroughly test other methods of data collec-
tion, such as surveys or focus groups. However, we have 
concerns about data collection methods that would not allow 
for follow-up questioning because informants may not have 
thought much about teaching evaluation in the past, and 
thus may need repeated prompting to provide sufficiently 
detailed information.

Second, the data that we analyzed about current depart-
mental teaching evaluation practices came from departments 
with few or no target practices in place. Therefore, we often 
were limited to categorizing starting places rather than a 
department’s status for each target practice. In a context 
wherein departments had been working to adopt target prac-
tices, a research team will likely need to clearly define the dis-
tinction between a target practice being “fully in place” versus 
“working on it” in order to reliably judge target practice status. 
We encourage researchers to disseminate the distinctions that 
they make so that others can benefit from this work.

Key Areas for Future Research
Future work should investigate how the GATEs, other resources, 
and specific interventions influence departmental teaching 
evaluation practices, and how those teaching evaluation prac-
tices influence instructional practices. The current research lit-
erature is insufficient to know what is necessary to support 
meaningful teaching evaluation reform in STEM departments. 
Each effort toward teaching evaluation reform is essentially a 
case study, and it is only by looking for patterns across cases 
that we can grow our collective knowledge. There is also a com-
plete lack of research about how departmental teaching evalua-
tion practices ultimately influence instructional practices of 
individuals, and whether this differs for faculty at different 
career stages and in different position types.

We have endeavored to gather the best evidence currently 
available about what other research-intensive institutions have 
found productive and feasible as they have pursued teaching 
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evaluation reform, but the existing evidence base is limited. As 
reform efforts expand across more departments and institu-
tions, researchers can study which target practices are most 
essential to shifting how teaching is perceived, recognized, and 
rewarded. This may involve studying departments, departmen-
tal leadership, and promotion and tenure discussions and deci-
sions, as well as how faculty perceive and respond to teaching 
evaluation practices.

It will also be important to study which target practices pro-
mote continuous teaching improvement among faculty. Expec-
tations for ongoing, evidence-informed teaching self-reflection, 
including self voice target practices (Table 3), could foster con-
tinuous improvement. Additionally, the development and 
implementation of a peer-review process, especially one that 
includes faculty discussions and training (Table 1), may result 
in faculty expecting that teaching will be seriously and rigor-
ously considered by their colleagues for promotion and tenure 
decisions. Future work may be able to investigate the influence 
of specific target practices on faculty perceptions of departmen-
tal climate and expectations.

Future research should also consider what supports the sus-
tainability of robust and equitable teaching evaluation. The 
guide for each voice includes a target practice related to period-
ically discussing and improving evaluations practices for that 
voice. Each voice also includes a target practice related to train-
ing faculty, which will help build capacity for and expertise 
about teaching evaluation in the department. Yet the role of 
ongoing discussions and training in maintaining robust and 
equitable teaching evaluation practices has not been investi-
gated. Sustaining teaching evaluation practices is essential to 
shifting the culture of departments and thereby impacting stu-
dents, but the current research literature has little to offer in this 
area.
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