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Abstract

Objective: This paper aims to understand vaccine hesitancy in the post-epidemic era by analyzing texts related to vaccine
reviews and public attitudes toward three prominent vaccine brands: Sinovac, AstraZeneca, and Pfizer, and exploring the
relationship of vaccine hesitancy with the prevalence of epidemics in different regions.

Methods: We collected 165629 Twitter user comments associated with the vaccine brands. The comments were labeled based
on willingness and attitude toward vaccination. We utilize a causality deep learning model, the Bert multi-channel convo-
lutional neural network (BertMCNN), to predict users’ willingness and attitude mutually.

Results: When applied to the provided dataset, the proposed BertMCNN model demonstrated superior performance to trad-
itional machine learning algorithms and other deep learning models. It is worth noting that after March 2022, the public was
more hesitant about the Sinovac vaccines.

Conclusions: This study reveals a connection between vaccine hesitancy and the prevalence of the epidemic in different
regions. The analytical results obtained from this method can assist governmental health departments in making informed
decisions regarding vaccination strategies.
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Introduction
COVID-19, a highly devastating epidemic discovered in
2019, has led to significant disruptions in various sectors
worldwide.1 Several countries have been profoundly affected
by the outbreak. Despite the development of COVID-19 vac-
cines in November 2020 by pharmaceutical companies like
Pfizer,2 research on the virus and its vaccination continues.3

Unfortunately, some individuals skeptical of vaccines have
raised concerns about potential side effects, contributing to
vaccine hesitancy and the spread of conspiracy theories in
the post-epidemic era.4 Furthermore, researchers and public
health experts have been working diligently to understand
vaccine hesitancy and public attitudes or willingness in the
post- epidemic era.5

Vaccine hesitancy refers to hesitancy about getting vac-
cinated,6 which has been identified as a major threat to
global health. To address this issue, various interventions
have been implemented around the world to disseminate
scientific knowledge to promote vaccination.7 However,
such attempts are often ineffective and may even have the
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opposite effect than expected.8 In particular, people’s reac-
tions to vaccination campaigns in different places are nega-
tively influenced by their attitudes and willingness.9

Particularly in social media, negative public discussion
can manifest as comments of anti-vaccination propaganda
messages.2 Indeed, anti-vaccine words have proliferated on
social media. For example, after the introduction of
COVID-19, 85% of Facebook comments on vaccines have
been in anti-vaccine status, describing the severe side
effects of vaccines and spreading conspiracy theories.10

The Internet has become the main source of almost all
information, especially information on vaccination for
most people.11 This kind of information spreads quickly
and many people express their opinions through social
media platforms.12 Thus, there is a need to use the vast
wealth of data generated by social media, which detect con-
cerns about the issue of vaccination in the population and
control for changes in the users’ behavior.13 To do this
effectively requires artificial intelligence technology to
monitor epidemic situations.14 Given the launch of the
COVID-19 vaccine, the real-time use of artificial intelli-
gence to support vaccination campaigns is more important
than ever.15 Health organizations are implementing social
listening to identify and understand posts about vaccines
on social media, which understand what topics are being
discussed, whether information is being shared, and
whether it is accurate.16 Machine learning is already
widely used with the COVID-19 vaccine. However, due
to the limitations of machine learning in processing large
amounts of textual data for feature extraction, deep learning
can effectively improve feature extraction.17 Moreover, this
paper contributes to this growing literature, including using
deep learning techniques to improve vaccination and
protect society.

The main interest of this paper lies in developing a clas-
sification method for the users’ willingness and attitudes
that can detect indecision on social media in different
regions. Unlike the traditional sentiment classification,
this paper develops two categories of willingness and atti-
tude. Therefore, we specifically address the problem of
vaccine hesitancy following the classification of willing-
ness and attitude. In addition to detecting the two labels,
we also found that the attitude detection task can benefit
from the willingness label as an additional input and vice
versa. This finding supports the theory of causal infer-
ence,18 which emphasizes causal. This paper utilizes a
dependency tree-based graph convolutional network to con-
struct the model, which can better capture the syntactic
dependencies and improve the model performance. The
experimental results showed a higher hesitation towards
the Sinovac vaccine after March 2022. This result truly
reflects the attitudes and willingness of different regions
towards vaccines after the epidemic, fully allowing the gov-
ernment to understand the people’s needs. Our discoveries
aid policymakers and medical institutions in formulating

more efficient approaches to tackle issues pertaining to
the vaccination process.

To this end, we analyzed people’s opinions on
COVID-19 on Twitter, investigating public willingness
and attitudes toward vaccines using deep learning. In
summary, the main contributions of this paper are as
follows: First, it employs deep learning to categorize
vaccine hesitancy and utilizes a causal inference model to
enhance the interpretability of the results. Second, the
multi-channel model we propose analyzes tweets with mul-
tiple emotions to identify the reasons for public vaccine
refusal, and the experimental results surpass those of the
baseline model. Finally, the new insights gained from this
research are crucial, aiding governments and vaccine com-
panies understand the reasons for vaccine hesitancy and
thereby gaining public trust. This contributes to the effect-
ive control of the post-pandemic era of the COVID-19
pandemic.

The remainder of the paper is structured as follows: In
Section 2, we review pertinent related work. Section 3 fur-
nishes a comprehensive description of our proposed
approach. In Section 4, we showcase our experiment and
discuss the results obtained. Section 5 delves into a discus-
sion concerning the presented work. Lastly, Section 6 sum-
marizes the work presented, outlines potential internal
threats to validity, and discusses possible research
extensions.

Literature review

Vaccine hesitancy in social media

Since the onset of the COVID-19 pandemic, numerous
studies have employed sentiment analysis to investigate
COVID-19 vaccination hesitancy. Researchers employ
diverse techniques to scrutinize public sentiments surround-
ing COVID-19.17 The general public utilizes Twitter data-
sets to express their opinions on the matter. Historically,
prior literature studies have predominantly applied senti-
ment analysis in machine learning. In contemporary con-
texts, the primary objective of sentiment analysis is to
comprehend individuals’ attitudes toward the ongoing epi-
demic, particularly on social media.2 A study conducted by
Li et al. delved into the behaviors of Americans and
Chinese on various social media platforms amid the
COVID-19 pandemic.19 The findings of their sentiment
analysis revealed notable disparities in the attitudes
between the two countries, with prevailing confidence
among most individuals in controlling the virus’s spread.
Another investigation by Zhou et al. focused on extracting
tweets from the pandemic period,20 examining the emo-
tional dynamics of Australians, and observing temporal
shifts in their emotions. In a separate study, Yin et al. ana-
lyzed the sentiment of tweets related to COVID-19,21 disco-
vering a slight predominance of positive tweets over
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negative ones. The analysis provided tweets emphasizing
themes such as securing one’s home and commemorating
those who succumbed to COVID-19 in the post-epidemic
era.

Table 1 presents a comprehensive comparative study on
sentiment analysis related to COVID-19 vaccines. The
juxtaposition of previous studies will facilitate the current
research in exploring uncharted territories that were not
addressed in earlier investigations. Additionally, it will
serve as a valuable guide for forthcoming studies, providing
insights into making unique contributions to the subject
matter. This summary table encapsulates diverse studies
employing distinct approaches, all conducted using
Twitter datasets specifically focused on the study of
COVID-19 vaccination hesitancy.

Machine learning in vaccine hesitancy

The COVID-19 pandemic underscores the imperative for
advanced technology to respond to emergencies effectively.
In tackling such scenarios, machine learning techniques
emerge as valuable tools, offering robust support to
public health authorities and complementing traditional
approaches. For instance, Tavoschi et al., employed
support vector machines to monitor public sentiment
regarding vaccine uptake in Italy.30 Moreover, social
media traffic enhanced the performance of various
models. Despite the utilization of machine learning in the
studies, challenges such as poor classification effectiveness
and limited generalization ability have prompted a shift
toward deep learning as a viable solution. Hussain et al.
applied a deep learning BERT model to analyze public sen-
timent toward COVID-19 in the UK and the USA.31

Similarly, Devaraj et al. utilized a multivariate LSTM
model for predicting cumulative confirmed cases and
deaths in COVID-19 cases, achieving superior accuracy.32

In another vein, Shastri et al.33 conducted a comparative
analysis of deep learning methods for predicting
COVID-19 cases in the USA and India one month in
advance.

The work above is confined to sentiment computation
technology, where researchers have employed a singular
computational approach.4 We believe that comparing
deep learning techniques will enhance the study of
COVID-19 vaccine hesitancy in the post-pandemic era.
We are convinced that employing multi-channel and multi-
task modeling techniques can strengthen research on
Covid-19 vaccine hesitancy. Therefore, another critical
consideration is determining which methodological
approaches are most effective for classifying COVID-19
vaccine hesitancy using post-pandemic datasets. Given
the gaps in previous research on COVID-19 vaccine hesi-
tancy, as indicated in Table 1, this study utilizes text
mining, sentiment analysis of COVID-19 Twitter datasets,
and machine learning techniques to understand public

perceptions of COVID-19 vaccine hesitancy in the post-
epidemic era. To achieve this goal, we designed, developed,
and evaluated three different brands of Twitter COVID-19
classifiers, using causally informed deep learning models to
construct optimal models for identifying public hesitancy.

Methods

Data collection

Data preprocessing. We gathered datasets daily from the
public tweets stream using the Twitter API. We employed
the API’s search function with parameters such as ‘q’ for
search words, ‘lang’ for language set to English (‘en’),
‘since’, and ‘until’. The search words included #vaccine
or #covid19. #CovidVaccine, #AstraZeneca, #Sinovac,
and #Pfizer. A notable challenge was the limitation
imposed by Twitter, allowing researchers to access API
search for only about 7–9 days. Consequently, we gathered
COVID-19 vaccine-related tweets that included various
predefined hashtags from January 1, 2022 to December
30, 2022. A total of 201960 tweets were collected during
this period. Each day’s live public tweets were saved as
CSV (comma-separated value) files. Upon concluding the
data collection, the day-to-day public tweets were aggre-
gated into a comprehensive dataset.

Data preprocessing. The raw crawled tweets encompass
diverse non-textual elements, including images, emojis,
and symbols like #, $, etc. Moreover, retweets and bot-
generated content significantly influence analysis outcomes
as well. This poses a considerable challenge to our research,
necessitating preprocessing of raw data to derive usable
final text data.

Retweets and duplication. Retweets occur when users share
others’ tweets on their accounts, leading to potential data
duplication. To address this, we utilized Python’s ‘re’
library to match the format of retweeted tweets, thereby
removing duplicates from our collection.

Bot-generated contents. Given the advancements in artifi-
cial intelligence, Twitter has seen a surge in bot-generated
tweets. These automated posts often fail to represent
genuine user opinions, impacting our analysis. Identifying
and excluding this text segment from our research was
imperative. Many researchers have conducted extensive
studies on bot detection, yielding various recognition algo-
rithms. Leveraging the methods outlined, we identified and
subsequently removed bot-generated tweets.

Emojis and punctuations. Non-textual symbols present in
the data impact our analysis. Following duplicate
removal, we employed Python’s ‘re’ library to match and
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Table 1. A comprehensive summary of the results of available studies on the topic.

Paper Data
Sentiment
Techniques Method Conclusions

Amrita
Mishra
et al.,22

Daily tweets of vaccines
Sputnik, Moderna
Covaxin

TextBlob Machine learning The U.S. Moderna Vaccine is the
most prominently discussed
brand among Twitter users,
garnering the highest
favorability compared to
Covaxin (India) and Sputnik V
(Russia) vaccines. This research
suggests a prevailing positive
sentiment in tweets related to
COVID-19, indicating a
potentially higher acceptance
rate for the COVID-19 vaccine
than previous ones.

Joanne
Chen
et al.,23

Tweets maintained by
Georgia State
University’s Panacea Lab

Textstem Machine learning According to this research, the
increasing positive sentiments
in the tweets about COVID-19
may imply that the vaccine has
higher acceptance rates than
previous vaccines.

Siru Liu
et al.,24

Collected tweets using
snscrape package in
Python to collect tweet
IDs and then used the
tweepy package to
collect the data

VADER Pruned Exact Linear Time
(PELT) algorithm

The study reveals that
approximately 42.8% of tweets
express positive sentiments,
while 30.3% convey negative
sentiments. Public opinion
experienced an upswing
following Pfizer’s
announcement of a 90%
vaccine effectiveness.

Shamrat,
et al.25

tweets using API search TextBlob KNN Specifically, Pfizer exhibits a
positive sentiment of 47.29%,
Moderna follows closely at
46.16%, and AstraZeneca
maintains a rate of 40.08%.

21Rashid
Khan
et al.26

Tweets collected by the
Department of Computer
Science, Abbottabad
University

TextBlob Random Forest, Gradient
Boosting Machine, Extra
Tree Classifier, Logistic
Regression, and Support
Vector Machine

In line with this research,
incorporating TF-IDF features
has notably enhanced the
performance of the Gradient
Boosting Machine, achieving an
impressive 96% accuracy.

Ghulam
Musa
et al.27

Tweets using Twitter
Scraper using Keywords
41,349 tweets using
Twitter Scraper or Data
from Kaggle

TextBlob Count Vectorizer and TF-IDF
using Logistic Regression,
Multinomial Naïve Bayes,
Decision Tree, Random
Forest, Support Vector
Machine and XGBoost

The peak accuracy is attained
when employing the Support
Vector Machine classifier with
TF-IDF vectorization (93.15%)
and Count Vectorizer (93.07%).
Notably, TF-IDF accuracy is
10% more efficient than Count
Vectorizer.

(continued)
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eliminate symbols within tweets. Additionally, we utilized
the emoji library to strip emojis from the tweet content.

Tokenization and stop words. Tokenization involves breaking
down sentences into individual words, facilitating a more
streamlined analysis. However, this process often generates
common words like ‘the,’ ‘is, ‘’are,’ etc., known as stop
words, which need more contextual meaning. Removing

these stop words aids in deciphering user intent and sentiment.
To accomplish this, we leveraged this study’s NLTK library
for tokenization and stop word removal.

Annotation. We eliminated retweets and duplicate tweets to
ensure data accuracy, focusing solely on English tweets.
Figure 1 illustrates the complete process of data collection
and annotation.

Table 1. Continued.

Paper Data
Sentiment
Techniques Method Conclusions

Wang
et al.28

Collected tweets using
Tweeter API search

Spacy Doc2Vec and K-means
clustering

Drawing insights from this
research, four crucial topics
regarding the Covid-19 vaccine
emerge for Australians:
national vaccine rollout, the
correlation between vaccines
and mortality, vaccine approval
processes, and vaccine
hesitancy.

Qorib
et al.15

Datasets were collected
daily from the public
tweets streaming using
Twitter API.

Azure Machine
Learning, VADER,
and TextBlob

Random Forest, Logistics
Regression, Decision Tree,
Linear, and Naïve Bayes

The experimental results
demonstrate that the
combination of TextBlob,
TF-IDF, and LinearSVC yields
the optimal performance in
classifying public sentiment
into positive, neutral, or
negative categories. The
accuracy, precision, recall, and
F1 score stand at 0.96752,
0.96921, 0.92807, and 0.94702,
respectively.

Erika
et al.,29

Retrieved data from PGP
analysts

Comparing
conversation four
months before
and after
COVID-19 spread

Machine learning Notably, vaccine opponents
actively provoke resistance
against the COVID-19 vaccine
and foster mistrust in health
authorities. Exposure to
increased vaccine opposition
may have a tangible impact on
the overall health of a
population.

This paper Collected tweets using
Tweeter API search

BERT Dual-channel deep learning This study reveals a connection
between vaccine hesitancy and
the prevalence of the epidemic
in different regions. The
analytical results obtained from
this method can assist
governmental health
departments in making
informed decisions regarding
vaccination strategies.
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After removing retweets and duplicate tweets, there were
185751 tweets remaining. Following the annotation process
and removal of controversial annotations, the final count
came down to 165629 tweets. Controversial refers to the
inability to label accurately or the labelers’ opinions are
inconsistent when labeling. Although the date of the
user’s account comments is valuable for analyzing topic
timeliness, we currently do not require this information
during the topic modeling stage. Therefore, we have
excluded this data and retained only the annotation text.
Nevertheless, it is worth noting that pictures and emojis
can be valuable for sentiment analysis purposes.34 We
have focused solely on text data and left the multimodal
data analysis for future research. Consequently, all pictures
and emojis have been removed from the dataset. The
primary objective of this paper is to analyze English com-
ments; therefore, we have filtered out non-English charac-
ters, retaining only English comments for analysis.

As for the annotation process, it involved the participa-
tion of two medical experts and six graduate students of
social science who formed the annotation team. The team
of six students took on the role of annotators, responsible
for labeling each Twitter comment, while the two experts
served as team leaders, overseeing the entire process. To
establish consistent and reliable annotations, a back-to-back
labeling method was adopted. The six students were
divided into three groups, and each tweet was annotated
by two students simultaneously. Subsequently, the annota-
tion team discussed any discrepancies, and the two experts
made final decisions in cases of inconsistent labels.

Comments with contentious annotations were discarded to
ensure data integrity. Table 2 shows a sample of the data
after the processing was completed.

Among these tweets, each data point was labeled with
the user’s attitude towards the brand of the vaccine and
their willingness to get vaccinated. In detail, attitude
labels are divided into three categories: Positive, Neutral,
and Negative, and willingness labels are divided into
three categories: Yes, Not Sure, and No. After excluding
the controversial comments, 165629 comments remained
for further analysis. As a result, the annotator’s agreement
score was deemed 100%, indicating a high level of consist-
ency and accuracy in the annotation process. Then we cat-
egorize the three brands. The quantities of the three brands
are shown in Table 3. For example, the Pfizer vaccine is
produced in the United States, so most people in the
United States received this brand of vaccine. The distribu-
tion of each label for the three brands is shown in
Figure 2, with the attitude label distributed more evenly
and willingness dominated byNot Sure.

It is evident that the distribution of labels in the data related
to attitude exhibits a fundamental balance. However, in the
context of willingness distribution, theNo label stands signifi-
cantly lower than the others. Consequently, during the model
training process, we opted to oversample the data labeled as
‘No’ to a certain degree to uphold a balanced data distribution.
Specifically, we employed Easy Data Augmentation (EDA)
34 techniques to enrich the “No” label dataset. This was
achieved through various strategies, including random inser-
tion (RI), random swap (RS), synonym replacement (SR),

Figure 1. The process of data collection and annotation.
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and random deletion (RD). The label distribution after over-
sampling is shown on the right in Figure 2. After that, we
divided the dataset into a training set, validation set and test
set in the ratio of 60%, 20%, and 20%.

Model

Taking inspiration from various text classification models
like BertCNN, LSTM, and TextGCN, we hypothesize that
GCN and LSTM have distinct abilities idn extracting infor-
mation at different levels, while CNN excels in synthesizing
diverse localized features. Consequently, based on these
insights, we introduced a graph convolutional networks
multi-channel model (GCNMC). Our hypothesis is further
substantiated in the subsequent experimental section.

Figure 3 offers an overview of the whole model.
Mathematically, we defined the standing detection
classification task. Given a short text Text =
{w1, w2, w3, . . . . . . , wn−1, wn}, in addition to predict-
ing the two labels willingness and attitude by Text alone,
we also input both Text and willingness (attitude) to
predict attitude (willingness) because there is a causal
relationship between them. Specifically, we input one
of the labels into the model immediately after Text and
predicted the other label.

Embedding layer. We feed our context into bidirectional
encoder representations from transformers (BERT)35

embedding, whose output is a sequence of high dimen-
sional vectors. These vectors reflect information from the
whole context. Specifically, BERT has two types of scale,
which has different numbers of parameters, Bertbase and
Bertlarge. The size of the hidden dimension in Bertbase is
768 while the size of the hidden dimension in Bertlarge is
1024. We adopted Bertbase in our model. It has 12 layers
and 12 attention heads and contains 110 M parameters.

Graph neural network layer. In our work, we built a graph
based on dependency trees. Offered by Stanford
CoreNLP36 tools, we leveraged the dependency parser in
the package to gain relationships between different words
in a short text. Mathematically, based on the dependency
tree, we constructed the graph G = {E, V , M}, where V

Table 2. Examples of the processed data.

Tweets Brands Willingness Attitude

Is the AstraZeneca
COVID vaccine
effective?

AstraZeneca Not sure Neutral

Nice - Queen of the
Vaccines on the
AstraZeneca
segment!

AstraZeneca Not sure Positive

Excellent news. Which
vaccine? We had
Pfizer.

Pfizer Yes Positive

it’s the pfizer vaccine in
me i’m sorry.

Pfizer Yes Negative

Sinovac is as good as
water…it is a profit
vaccine.

Sinovac No Negative

Table 3. Statistics on the number of datasets.

Country Brand Number of tweets

USA Pfizer 59070

UK AstraZeneca 48955

China Sinovac 57604

Figure 2. Distribution of each label; the left is before oversampling while the right is after oversampling.
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indicates the nodes set that contains all words of the whole
text and E means the edge set that contains all edges
between the different nodes or words. For each edge e, if
the two words it connects have a relationship in the depend-
ency tree, then we set it as 1 in the adjacent matrixM. It can
be described as:

mij =
1 if eij ∈ E,
1 if i = j,
0 otherwise

⎧⎨
⎩

Then, we derived the weight matrix X from the adjacent
matrixM. To be specific, like,37 we normalized the adjacent
matrix with its degree matrix D, and it can be described as
follows:

X = D−1
2MD−1

2

where D can be calculated as:

Dii =
∑
j

mij

For the node features, we adopted the output of the Bert
embedding as the node features. In detail, the feature
matrix F ∈ Rl∗dim is the H mentioned in the last part,
which will be updated by the Graph Neural Network with
the edge weights matrix.

Multi-channel layer. To extract all kinds of features and
information in the sequence of the text,38 we designed
this layer, which contains different types of components
like the Graph Neural Network and Bidirectional Long
Short-Term Memory (Bi-LSTM). There are two LSTMs
that compute the given vectors from different directions.
After that, we fed the graph and the node features into
graph convolutional network. The node features updates
with the convolution of the GNN and finally output the fea-
tures with the same dimension of the input node features.

Mathematically, the graph G ∈ Rl×l is a normalized
matrix that will not change with the computation of the
GCN while the node features, that is the embedding
vectors, H ∈ Rl×dim, change. In fact, this feature matrix is
calculated as:

OGCN
i = ReLU(XOGCN

i−1 Wi + bi)

where O denotes the output of the i GCN layer, X denotes
the normalized edge weights matrix, W denotes the para-
meters of the i GCN layer and b denotes the bias of the i
GCN layer.

We concatenated different feature matrices derived from
the abovementioned channels to enrich the feature. In
detail, we extracted dependency relationships feature and
contextualized features through GNN and the Bi-LSTM,

Figure 3. The structure diagram of our proposed model.
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respectively. We merged these two channels, which means
we concatenated O and O. Additionally, to combine low
level features, we also directly concatenated the Bert
embedding with them as well. It can be described as
follows:

F = Concat(OLSTM , OGCN , Hemb)

where F ∈ Rl×(4∗dim) denotes the multi-level features, O ∈
R and O ∈ R refer to the output of the Bi-LSTM and
GCN respectively and H ∈ R denotes the embedding
matrix of Bert.

Convolutional neural network layer. Convolutional neural
network (CNN) utilizes several kernels or filters to extract
local features of the given matrix. In a single convolution
operation, a filter, or a kernel is computed as follows:

xi = f (k · fi:i+j−1 + b)

where k ∈ Rs×(4∗dim) denotes the 1D convolutional kernel
we adopted, b denotes the bias of the convolutional
kernel and f denotes the concatenation of
[ f , f , . . . . . . , fi+j] that means a single convolution
operation involves several continuous feature vectors.
A single convolution slides in a given feature matrix,
and finally obtains a vector of deeper features.

Classification layer. In this section, we show how to classify
the sentiment based on the vector obtained by the convolu-
tion operation. We apply a linear layer followed by a
SoftMax layer to classify the vector. It can be described as
follows:

L = softmax(�XWL + bL)

where �X refers to the vector obtained in Part 4, W and b
refers to the weights and bias of the linear layer, respect-
ively, and L refers to the predicted results of the given
labels.

Experiment and results

Experiment settings

In our experiments, we used some baseline to compare the
generated performances. Three classic machine learning
models were used,39 logistic regression (LR), support
vector machines (SVMs) and random forests (RFs). In add-
ition, there are three ensemble learning,40 namely adaboost
(AB), bagging (BG) and XGBoost (XGB). Meanwhile, we
used seven deep learning models; the specific models are as
follows:

TextCNN41: Uses a trainable embedding to gain word
vectors and classify the vaccine stance by 1 dimensional
filter.

BERT: Performs fine-tuning based on the pre-trained
model and then models it into a classifier.

BERT-CNN42: Initializes word embeddings by Bert and
classifies the given sentences by dimensional filters.

BERT-GCN-CNN (BertGCTM)41,43: Initializes the
word embeddings through the Bert model and then inputs
the matrix to the Graph Neural Network followed by
CNN. Finally, it classifies the feature matrix to the three
vaccine stances.

BERT-GCN-LSTM (BertGCTM)43,44: Initializes the
word embeddings through the Bert model. After that, it
feeds the feature matrix into the Graph Neural Network
and then models the derived output of GNN to LSTM.
Finally, it classifies the hidden states generated by LSTM.

BERT-LSTM-attention (BertATTM)45: Initializes the
word embeddings through the Bert model. Next, it
models the obtained embeddings directly to LSTM. After
that, it leverages multi-head attention layer and linear
layer to gain the classification consequences.

BERT-multi-channel-CNN (BertMCNN)42,46: Initializes
the word embeddings through the Bert model. Then, it
leverages the proposed multi-channel feature extraction
method to obtain different kinds of features based on the
Graph Neural Network and the Bi-LSTM. Next, it concate-
nates the embeddings, the features derived from GNN and
the features from the Bi-LSTM and feeds the concatenation
to the CNN followed by a classifier.

Note that, for the machine learning algorithm, we used
the default parameters from the scikit-learn package in
Python. For the deep learning algorithm, we utilized the
Bert tokenizer to tokenize the word for all models men-
tioned above and we adopted the base type of the Bert
model, which means the dimension of hidden states and
word embeddings is 768. For the CNN component, 10 dif-
ferent sizes of kernels [1, 2, 3 . . . , 10] were used to
extract the information. In addition, we set the learning
rate as 5 × 10−5, batch size as {4, 8, 16}, dropout rate as
0.1 and max train epochs as 40. We adopted accuracy as
the evaluation metric to test the performances of all base-
line, ablation, and proposed models. All our deep learning
models were implemented using the PyTorch framework.

Accuracy = TP+ TN

TP+ TN + FP+ FN

F1− score = 2 ×
Precision × Recall

Precision+ Recall

Results

Classification results. To compare the performance of all
models, we aggregated the results in Tables 4 and 5. It is
evident that deep learning algorithms significantly outper-
formed traditional machine learning methods. Among
them, our proposed model achieved the best or notably
good results across all four datasets. Specifically, in the
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context of the twelve classification tasks for the three vac-
cines, our BertMCNN model delivered the top results in
five tasks while securing second or third place in the
remaining seven tasks. Obviously, the Bert-based model
yields higher result scores, indicating a substantial perform-
ance gap between the Bert-based model and other models.
Specifically, when comparing TextCNN and BertCNN, it
becomes apparent that BertCNN outperforms the
TextCNN model significantly. This highlights the effi-
ciency of Bert in converting words into vectors, which
proves crucial in text classification tasks.

Table 5 presents the F1-scores of all models, where, like
the accuracy shown above, the deep learning model demon-
strates its outstanding performance compared to the
machine learning algorithm. What is worth noting is our
proposed model’s consistent superiority. Across the three
datasets, encompassing a collective tally of 12 distinct clas-
sification tasks, our proposed model manifests its efficiency
by securing the highest scores while attaining second or
third position in the remaining six tasks. These outcomes
serve as robust evidence affirming the encouraging per-
formance of our devised model.

Moreover, the results produced by BertCNN are only
marginally inferior to those of Bert on three datasets. This

discrepancy might arise because CNN can only capture
local features within a limited range, whereas textual fea-
tures often exhibit a global nature. CNNs might need help
with handling sequence vectors effectively. When compar-
ing the proposed model with the BertGCNN model, it
becomes evident that the BertGCNN model performs
admirably, achieving results only marginally lower than
the proposed model on individual tasks and even slightly
surpassing the proposed BertMCNN model on some
tasks. This result indicates that GCN and CNN layers are
used together to model the text sequence’s contextualized
information. Overall, the GCN models exhibited in the
table outperform the other models. This result underscores
the significance of GCN’s ability to construct the graph
from the dependency tree, enabling it to fully capture
semantic information and enhance performance in subse-
quent components. In the overall context, our proposed
deep learning model incorporating causality plays a vital
role. When considering the prediction accuracy for the
three vaccine brands, the overall accuracy achieved
through reasoning inputs is notably higher than the mere
3% achieved with single-label inputs. This improvement
underscores the significant contribution of incorporating
causality to enhance the results.

Table 4. The results of using different algorithms by four labels for different brands.

Method

Pfizer (%) AstraZeneca (%) Sinovac (%)

Att Will Text+ att Text+will Att Will Text+ att Text+will Att Will Text+ att Text+will

LR 59.69 76.44 76.44 60.21 51.45 79.16 78.89 52.77 46.02 68.47 67.33 52.56

SVM 59.95 76.96 77.23 62.83 49.60 79.42 79.68 50.66 47.73 66.19 65.63 51.70

RF 57.33 77.49 76.96 59.69 50.13 78.36 78.63 54.62 45.74 66.48 65.34 53.41

AB 53.93 71.47 74.35 53.40 43.80 70.71 72.03 44.59 45.17 55.68 59.66 44.60

BG 57.33 79.84 78.80 56.81 51.19 79.16 79.16 54.62 48.86 64.49 62.50 52.84

XGB 57.33 74.61 76.44 57.85 46.70 76.78 78.63 50.40 43.18 63.92 66.48 48.86

TextCNN 80.84 93.44 94.75 80.32 80.69 89.42 91.27 80.95 76.64 84.62 86.33 83.48

Bert 84.51 94.75 93.70 82.68 84.92 92.59 94.44 83.07 81.20 84.05 86.90 83.76

BertCNN 84.25 93.96 93.96 82.68 83.33 93.11 93.92 81.75 82.91 83.42 84.33 82.05

BertGCNN 84.74 93.95 92.90 83.95 83.60 94.18 95.50 83.60 82.76 82.47 84.90 84.05

BertGCTM 83.16 93.68 93.42 83.42 80.95 94.18 94.71 81.75 81.90 82.18 82.76 84.62

BertATTM 85.00 94.21 94.47 82.68 84.39 94.44 93.92 82.28 78.45 83.33 84.48 83.33

BertMCNN 84.51 95.28 95.01 85.04 84.39 94.71 95.24 83.33 82.05 84.05 86.61 84.62
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Further analysis

In addition to analyzing the model’s performance, as men-
tioned earlier, we can also glean valuable insights from the
prediction results of different vaccines. Overall, while there
is some variation in outcome predictions among other algo-
rithms, they consistently show lower accuracy for Sinovac
and higher accuracy for AstraZeneca and Pfizer vaccines, as
shown in Figure 4. This result reflects the public’s views
and attitudes towards each brand in different regions to a
certain extent.

Our data are for the whole year of 2022. This period can
be referred to as the post-epidemic era, during which
people’s attitudes towards virus control have transformed
compared to the early stages of the outbreak. People now
strive to balance between epidemic preparedness and
returning to everyday life. This year, China continued to
implement strict measures to prevent and control epidemics,
and despite a significant portion of the population being
vaccinated following expert recommendations, there were
still instances of large-scale epidemic spread. These occur-
rences have led to public skepticism regarding the effective-
ness of the Sinovac vaccine, consequently fostering a
relatively negative perception of it. On the other hand, in
the United Kingdom and the United States, where Pfizer

and AstraZeneca vaccines are more widely administered,
the spread of epidemics occurred in recurring waves. As a
result, the public has become more accustomed to this situ-
ation and does not have excessive expectations of vaccines.
Consequently, their attitude towards vaccines remains rela-
tively stable, and they do not experience significant fluctua-
tions in response to specific rounds of epidemics.

To further explore the predictive ability of our proposed
model, we analyzed its performance concerning two distinct
tasks: the prediction of Attitude andWillingness from textual
inputs without the other label. Figure 5 shows the confusion
matrix of the predictive outcomes for these two tasks. For the
Attitude prediction task, it is evident that there is no discern-
ible bias within the proposed model, while for the
Willingness prediction task, the model tends to predict the
user’s willingness toward ‘Not Sure’. This tendency comes
from the notable prevalence of ‘Not Sure’ instances within
the dataset. Furthermore, although we have oversampled
the text under the ‘No’ label, there is still an upside in the
model’s prediction for this text category.

We selected a snippet of text data, “More rare side
effects from AstraZeneca vaccine.” from our dataset and
fed it into the BERT model discussed in Figure 6. Within
the BERT model lies an attention mechanism, the weighted

Table 5. The F1-score of using different algorithms by four labels for different brands.

Method

Pfizer (%) AstraZeneca (%) Sinovac (%)

Att Will Text+ att Text+will Att Will Text+ att Text+will Att Will Text+ att Text+will

LR 44.40 44.40 44.40 44.40 45.96 35.95 35.01 47.66 37.92 42.26 45.41 45.95

SVM 45.26 45.26 45.26 45.26 45.33 37.51 37.61 47.10 41.48 40.10 45.18 45.99

RF 44.40 44.40 44.40 44.40 42.05 33.16 33.28 48.77 35.86 38.84 38.09 49.71

AB 45.26 45.26 45.26 45.26 41.65 40.76 40.66 42.89 43.36 38.63 48.24 43.42

BG 44.40 44.40 44.40 44.40 46.88 39.66 39.19 51.24 43.63 39.71 49.36 49.81

XGB 45.26 45.26 45.26 45.26 45.47 37.13 37.92 48.41 39.16 42.99 52.71 52.23

TextCNN 76.91 91.36 92.39 76.54 79.90 73.91 81.50 80.26 75.80 78.70 84.50 83.48

Bert 82.05 92.28 86.18 79.77 84.46 82.57 87.81 82.73 81.42 78.71 83.88 83.93

BertCNN 82.02 86.40 91.57 80.39 83.26 83.11 85.83 81.62 82.96 78.61 79.58 82.40

BertGCNN 82.57 88.71 87.80 81.80 83.52 88.85 87.67 83.47 82.70 78.09 83.25 84.67

BertGCTM 80.21 91.35 91.10 81.38 80.33 86.97 88.06 81.07 81.67 76.53 80.11 84.84

BertATTM 82.85 91.87 92.07 80.47 84.15 87.10 84.34 81.85 77.91 78.93 82.01 83.47

BertMCNN 82.38 92.71 92.44 83.26 84.14 88.45 88.92 83.24 82.24 78.15 84.38 84.71
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results we have visualized. The visualization illustrates the
degree of correlation between pairs of tokens; the more
robust their correlation, the higher the weight value. For
instance, consider the words “side” and “effects” depicted in
the figure. Their conjunction forms the term “side effects,” a
pivotal phrase in vaccine evaluation, warranting a correspond-
ingly high weight, as emphasized in the visualization.

Conversely, when traditional statistical machine learning
approaches are employed, methods like TF-IDF, which rely
on statistical feature extraction, are typically utilized. Such tech-
niques can account for the frequency of specific word elements

but must catch up in capturing the nuanced positional and
semantic relationships between them. This nuanced understand-
ing of context andmeaning is where deep learningmodels excel,
showcasing their advantage over traditional methodologies.

Discussions

Implications for research

Understanding vaccine hesitancy is crucial for effective
public health interventions and disease surveillance.47

Figure 4. The average accuracy performance of each brand.

Figure 5. The confusion matrix of the prediction of attitude and willingness from text input without the other label.

12 DIGITAL HEALTH



Most existing studies analyzing vaccine hesitancy on social
media focus on global perspectives (positive, negative,
neutral) or anti-vaccine issues. In this study, people’s
underlying attitudes towards vaccines in post epidemic
era are considered rather than categorized as solely anti-
or pro-vaccine.48 This approach acknowledges the hetero-
geneous nature of vaccine-hesitant individuals along a con-
tinuum, making it challenging to identify and label such
content accurately. Our study distinguishes itself from pre-
vious research by offering a complementary approach that
enhances recognition accuracy and develops strategies to
mitigate vaccination hesitancy.49 By considering the spec-
trum of vaccine hesitancy, our causality deep learning tech-
niques can capture a more nuanced understanding of
people’s attitudes towards vaccination. This enables the cre-
ation of a robust and adaptable framework for identifying
vaccine hesitancy in social media content, which is particu-
larly relevant in the dynamic landscape of the post-
epidemic era.

The implications of our research extend beyond aca-
demia and can be valuable in government administration
for disease surveillance and outbreak communication.2 By
effectively identifying vaccine hesitancy, health authorities
can tailor communication strategies to address the concerns
of hesitant individuals and encourage vaccination.
Moreover, our approach allows for the integration of
digital technologies in outbreak management and produc-
tion systems,50 to minimize the impact of outbreaks on

society and economy. By harnessing the power of deep
learning, we can respond swiftly to emerging health chal-
lenges and mitigate their consequences.

Limitations and future work

This study has identified several limitations that must be
addressed in future research. Firstly, the tweets used in
this paper constitute only a tiny fraction of daily tweets
due to Twitter’s data access restrictions. Consequently,
the messages collected may only partially represent a
global perspective.51 To overcome this limitation, future
work should incorporate tweets from relevant regions to
ensure a more comprehensive and diverse dataset.
Another limitation pertains to the fine-tuning process of
the models, which were restricted to specific hyperpara-
meters such as learning rate, batch size, and number of
periods. This limitation led to the neglect of other important
parameters that could have enhanced the models’ perform-
ance. Thus, further research should focus on extensive
tuning of the models to optimize their effectiveness in iden-
tifying vaccine-hesitant tweets for future studies.

As for future directions, additional investigations should be
conducted to explore the role of social media in exacerbating
hesitancy about the COVID-19 vaccine. To delve deeper into
this aspect, employing content analysis and network analysis
techniques such as topic modeling, trend analysis, and social
network analysis.52 These methods can provide valuable

Figure 6. Text weight heatmap.
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insights into the dynamics of hesitancy-related discussions on
social media. Furthermore, understanding the extent to which
the rhetoric of vaccine hesitancy influences vaccination atti-
tudes and behaviors within the population is crucial.53 This
can be achieved by studying how vaccine hesitancy informa-
tion spreads among communities of social media users.

Conclusion
Vaccine hesitancy has always existed in the post-epidemic
era, but not global anti-vaccine sentiment, its causes, and
consequences. This study aims to identify hesitant beha-
viors in public vaccination through deep learning models.
This paper presents an innovative methodology focusing
on social media monitoring and deep learning models to
address vaccine hesitancy effectively. By employing these
advanced algorithms, public health authorities and organi-
zations can proactively combat the adverse impact of
vaccine hesitancy on vaccine acceptance rates. This
approach offers valuable insights and lessons in assessing
public opinion, thereby enhancing decision-making pro-
cesses related to vaccine deployment. As we navigate the
complexities of the post-epidemic era, where attitudes
towards virus control and vaccination have shifted, our
research paves the way for more informed and data-driven
initiatives to promote vaccine acceptance in the post-
epidemic era.
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