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A B S T R A C T   

Neoadjuvant systemic treatment before surgery is a prevalent regimen in the patients with 
advanced-stage or high-risk tumor, which has shaped the treatment strategies and cancer survival 
in the past decades. However, some patients present with poor response to the neoadjuvant 
treatment. Therefore, it is of great significance to develop tools to help distinguish the patients 
that could achieve pathological complete response before surgery to avoid inappropriate treat-
ment. Here, this study demonstrated a multi-task deep learning tool called DeepInteg. In the 
DeepInteg framework, the segmentation module was constructed based on the CE-Net with a 
context extractor to achieve end-to-end delineation of region of interest (ROI) from radiological 
images, then the features of segmented Magnetic Resonance Imaging (MRI) and Computed To-
mography (CT) images of each case were fused and input to the classification module based on a 
convolution neural network for treatment outcome prediction. The dataset with 1700 MRI and CT 
slices collected from the prospectively randomized clinical trial (NCT01211210) on systemic 
treatment for rectal cancer was used to develop and systematically optimize DeepInteg. As a 
result, DeepInteg achieved automatic segmentation of tumoral ROI with Dices of 0.766 and 0.719 
and mIoUs of 0.788 and 0.756 in CT and MRI images, respectively. In addition, DeepInteg ach-
ieved AUC of 0.833, accuracy of 0.826 and specificity of 0.856 in the prediction for pathological 
complete response after treatment, which showed better performance compared with the model 
based on CT or MRI alone. This study provide a robust framework to develop disease-specific 
tools for automatic delineation of ROI and clinical outcome prediction. The well-trained Deep-
Integ could be readily applied in clinic to predict pathological complete response after neo-
adjuvant therapy in rectal cancer patients.  
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1. Background 

Neoadjuvant therapy is a widely used regimen prior to surgical treatment for multiple solid tumors with advanced clinical stages or 
high-risk features [1–3]. It may enable patients to avoid inappropriate treatment and obtain effective therapy by evaluating whether 
patients could achieve good response before the treatment [4–7]. Among these patients, those achieving pathological complete 
response (pCR) without residual cancer cells and receiving "organ preservation" procedures can benefit from less surgical complica-
tions and improved quality of life after the systemic treatment [6,8,9]. 

However, pathological response can only be confirmed by examining the samples removed after surgery. Therefore, multiple 
studies have been conducted previously to develop reliable non-invasive methods to assist the evaluation of pathological response in 
the systemic cancer treatment [10–12]. Reachers also showed the potential of the multimodal models based on clinicopathological and 
radiomic features in predicting pathological response to cancer treatment by using machine learning approaches in previous studies 
[13–15]. In recent years, deep learning has shown promising value in image analysis to assist the clinical decision on cancer or other 
treatment [16–19]. Currently, deep learning-based tools have been developed for diagnosis of disease status in the serial management 
of patients by using multiple types of medical image [20–23]. 

This study aimed to develop an end-to-end model called DeepInteg for automatic segmentation and outcome prediction by fusing 
MRI and CT images to predict pCR in a prospectively randomized controlled trial. DeepInteg is an applicable deep learning-based 
framework for treatment outcome prediction that can be used in the provided data set. We expect that DeepInteg can assist the 
current judgement on image-based clinical complete response to guide cancer treatment decisions and the design of imaging marker- 
driven clinical trials. 

The rest of this paper is organized as follows: Materials and methods introduced the data sources and the structure of the model. The 
chapter of Results compared the performance of different modal models and selects the best model. In the discussion section, we 
discussed the applicability of DeepInteg and the direction for improvement. We concluded this study in the last chapter. 

2. Materials and methods 

2.1. Patient dataset 

The dataset used for training and validation of DeepInteg came from the FOWARC (NCT01211210) trial led by the Sixth Affiliated 
Hospital of Sun Yat-sen University. The FOWARC trial included patients with locally advanced rectal cancer (cT3-4 and/or cN1-2, 
stage c II -III), as we previously described [24,25]. All patients underwent radical surgery 6–8 weeks after neoadjuvant therapy and 
the resected specimens were evaluated by pathologists for treatment response assessment. A total of 99 patients with 850 imaging 
slices of portal venous-phase contrast-enhanced CT and 850 T2-weighted MRI slices before treatment were included in this study. The 
patients were randomly assigned to the training and validation set according to the proportion of 2:1 cases. 

The clinical and demographic characteristics along with the imaging profiles of the study patients were obtained from the FOWARC 
trial working group and the collaborating team of Institutional Database Program of Colorectal Disease of Sixth Affiliated Hospital of 
Sun Yat-sen University [26–28]. The pathological response after neoadjuvant treatment was evaluated by two experienced patholo-
gists using the tumor response grading (TRG) system [29]. The patients were divided into two groups: pCR group (TRG0, no visible 
residual tumor cells) and non-pCR group (TRG1~4, ranging from rare residual cancer cells to extensive residual cancer cells). 

All patients received CT and MRI scans within one week before the neoadjuvant treatment. The imaging data was retrieved from the 
picture archiving and communication system (PACS, Carestream, Canada). The marked region of interest (ROI) covering tumors was 
delineated by two experienced radiologists using itk-SNAP software (version 3.8.0, www.itksnap.org). Both radiologists were blind to 
the clinicopathological information of each patient. The MRI and CT images were preprocessed as two-dimensional images and 
normalized to a size of 512 × 512 × 3. To reduce the possible impact of brightness on model performance, The images were then 
preprocessed with a Laplacian of Gaussian (LoG) filter to remove noise and enhance texture features [30]. The difference of images 
before and after preprocessing was shown in Fig.S1 (Supplementary Material). 

2.2. Framework of DeepInteg 

We proposed a model for predicting pCR based on an end-to-end procedure including the segmentation module and the classifi-
cation module. The segmentation module of DeepInteg was constructed based on CE-Net [31], which was trained to automatically 
delineate tumoral region of interest (ROI). In addition, the context extractor of the network can extract deeper image features and 
avoid the loss of some spatial information. Then the binary mask obtained by segmentation was used to locate and crop the tumor 
region and para-cancerous area to generate a square ROI, which was restored to images of different sizes by interpolation and used for 
prediction of the pCR probability through the integrated voting of pictures by the convolutional neural network. In general, the ResNet 
block pre-trained on ImageNet was used in the feature encoder in the segmentation part, which added a context extractor to capture 
more high-dimensional features and retain more spatial information. In the outcome classification step, the multimodal images were 
fused, then they were used for outcome prediction. The overall workflow of this study was shown in Fig. 1. 
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2.3. Segmentation 

Many reported deep learning-based segmentation may cause the loss of useful information due to frequent convolution and 
pooling, resulting in inaccurate segmentation. To solve these problems, we used CE-Net [31] for tumor segmentation that added a 
context extractor based on the U-Net [32] and adjusted some convolution and encoding and decoding methods. The structure of CE-Net 
network was shown in Fig. S2 (Supplementary Material). 

2.4. Classification 

The image fusion by conventional methods, which included feature addition and superposition, could make full use of the unique 
feature information of MRI and CT. As the features of MRI and CT images were different, feature addition may lead to confusion, which 
degraded the performance of classification network. Therefore, feature superposition was more reasonable to enrich the features of 
images and improve the classification network. To establish the pCR prediction model, we used convolutional neural network for 
image fusion feature extraction and classification on cropped CT and MRI images. Our classification model mainly contained two types 
of layers, including the convolutional layer for extracting information from imaging features and a fully connected layer for mapping 
between convolutional features and pCR. 

3. Result 

3.1. Optimization of accurate segmentation for tumoral ROI 

The comparison of segmentation performance between U-Net and CE-Net was shown in Fig. 2. The U-Net may misclassify some 
tumor pixels as non-tumor pixels, which would reduce the accuracy of segmentation. The CE-Net had the function of context 
extraction, which could learn to extract richer feature information, and promote tumor boundary prediction. Table 1 showed the 
detailed segmentation performance of U-Net and CE-Net in MRI and CT. The CE-Net performed better in the accuracy, sensitivity and 
specificity in predicting the lesion area. In addition, the CE-Net segmentation had higher Dice and mIoU in predicting the shape of the 
lesion area in CT (0.766 and 0.719) and MRI images (0.788 and 0.756), respectively. Therefore, we applied the CE-Net in the seg-
mentation network of DeepInteg. 

Fig. 1. The Overall workflow of DeepInteg. DeepInteg contained two modules: the segmentation module and the classification module. The seg-
mentation module was based on CE-Netwhich could obtain deeper image features by the context extractor to avoid loss spatial information. The 
segmented binary mask was then located to the image to crop the square tumor region. After restoring the cropped image to different sizes the 
classification module could predict, the probability of pCR for the patient by a dual-channel convolution neural network. 
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3.2. Treatment outcome prediction with DeepInteg 

In this study, the classification model was constructed based on the convolution voting procedure which considered tumor regions 
from both CT and MRI images to avoid misjudgment caused by insufficient features from single image modality. These regions were 
automatically cropped by the segmentation module as described above. To compare the impact of image sizes on classification, we 
preprocessed the picture by interpolation, converted them to three different sizes (64 × 64, 128 × 128, and 256 × 256) and trained 

Fig. 2. Performance of partial segmentation by models based on U-Net and CE-Net. The size of the original image was 512 × 512 × 3 and the size of 
the label and prediction image was 512 × 512 × 1. 
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models based on these images respectively. In order to verify that MRI and CT fusion can have better performance, we divided the 
experiments into three models: CT model, MRI model, and CT and MRI fusion model for comparison and verification. 

The comparison of classification performance of models based on different images sizes was shown in Fig. 3A. In the CT-based 
models, the classification model for images of size 128 × 128 achieved the highest AUC of 0.780 (95%CI: 0.602–0.905). In the 
MRI-based models, the classification model for images of size 256 × 256 achieved the highest AUC of 0.801 (95%CI: 0.623–0.921). In 
the models integrating both CT and MRI, the highest AUC was 0.833 (95%CI: 0.660–0.941) for the classification model with images of 
size 256 × 256. We also compared the classification performance of models based on CT and MRI fused images. As shown in Fig. 3. (A- 
D), the classification performance of the network was improved as the channel fusion increased the number of effective features of the 
network. The classification model based on fusion of CT and MRI images achieved the highest AUC of 0.833 (95%CI: 0.660–0.941), 
accuracy of 0.826 (95%CI: 0.713–0.894) and specificity of 0.856 (95%CI: 0.748–0.943) compared to CT- or MRI-based models. 

4. Discussion 

In this study, we established a deep learning model named “DeepInteg” that integrated tumor segmentation and pCR classification 
based on multimodal images, which provided an end-to-end tool for clinicians to automatically delineate tumor regions and deter-
mined whether LARC patients could achieve pCR after neoadjuvant treatment. In the DeepInteg, we fused the image features of MRI 
and CT, as they reflect the characteristics of tumors from different modalities [33]. DeepInteg can be easily accessed and applied to the 
clinical settings with other cancer patients undergoing neoadjuvant treatment before surgery to predict the disease status in the serial 
management. 

We used four-fold triple cross-validation to evaluate the performance of the model and chose CE-Net with context extractor for 
segmentation network, as it had high adaptability in the segmentation of image details and the complexity of image texture. The 
context extractor can better grasp the texture of images and the details of the tumor. In the classification part, preliminary experiments 
found that the classification effect was better in 4 convolutional layers. The extracted feature information was not sufficient when the 
number of convolutional layers was relatively lacking, while larger number of layers may lead to over-detailed features and learn 
tumor features unreasonably. For the calculation of the probability in the classification model, Fu et al. [34] directly extracted images 
corresponding to the largest tumor area of each patient to predict pCR, while Kim et al. [35] took the average of the patient’s 
multi-frame images to perform prediction on the patient classification. For a comprehensive and effective judgment on achieving pCR, 
and avoid interference, we used different frames of images from each patient to integrate voting to obtain the probability of pCR. 

Our fusion model achieved an AUC of 0.833, which was higher than models using CT or MRI alone. Among different image sizes, 
the AUC of the classification model with images of size 256 × 256 was higher than models based on the other two sizes of images. 
Therefore, the 256 × 256 image should be chosen as the input for the classification module. MRI and CT contained different tumor 
information features, and the effective use of tumor features from two different images were important for performance improvement. 
In this study, the channel fusion method was used in the convolution layer to fuse the two image features, which increased the number 
of features and improved the performance to a certain extent. 

However, our study still had certain limitations. First, sample size of our study is relatively small. The rate of patients in pCR group 
and non-pCR group was significantly different, which may cause imbalance and affect the robustness of models. Although the data has 
been augmented by data enhancement, the reduced sample authenticity of the expanded data set may result in unstable model per-
formance. Second, judging pCR by voting on the number of frames may be inappropriate and we will consider improving the algorithm 
in three dimensions to reduce this error. Third, the model does not use the clinical data of patients, so it is necessary to carry out 
subsequent optimization of the model. 

5. Conclusion 

In this study, we provided an automatic segmentation and classification model based on deep learning for predicting pCR after 
neoadjuvant treatment. DeepInteg achieved better performance in pCR prediction compared with the model based on CT or MRI alone. 
DeepInteg provided a robust framework to develop disease-specific tools for automatic delineation of ROI and clinical outcome 
prediction. Moreover, the DeepInteg that has been well trained in the FOWARC trial can readily help clinicians, radiologists and 
pathologists accurately identify patients with complete response, which may provide valuable reference for wait-and-watch and 
sphincter-preserving strategies in rectal cancer patients. 

Table 1 
Segmentation performance of U-Net and CE-Net in the validation set of patient MRI and CT images.  

Net Type accuracy sensitivity specificity Dice mIoU 

U-Net[21] CT 0.887 0.833 0.922 0.731 0.687 
MRI 0.862 0.780 0.910 0.785 0.754 

CE-Net[20] CT 0.925 0.874 0.960 0.766 0.719 
MRI 0.914 0.812 0.988 0.788 0.756  
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Data availability 

The clinical information of the patient cohorts used and analyzed in this study are available from Dr. Huichuan Yu on reasonable 
request. 

Code availability 

The trained DeepInteg model with the codes for the customed algorithms developed in the current study is available at https:// 
github.com/fzdx123/DeepInteg. 
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