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ABSTRACT Generalized joint hypermobility (GJH) often leads clinicians to suspect a diagnosis of Ehlers
Danlos Syndrome (EDS), but it can be difficult to objectively assess. Video-based goniometry has been
proposed to objectively estimate joint range of motion in hyperextended joints. As part of an exam of joint
hypermobility at a specialized EDS clinic, a mobile phone was used to record short videos of 97 adults
(89 female, 35.0 ± 9.9 years old) undergoing assessment of the elbows, knees, shoulders, ankles, and fifth
fingers. Five body keypoint pose-estimation libraries (AlphaPose, Detectron, MediaPipe-Body, MoveNet –
Thunder, OpenPose) and two hand keypoint pose-estimation libraries (AlphaPose, MediaPipe-Hands) were
used to geometrically calculate the maximum angle of hyperextension or hyperflexion of each joint. A custom
domain-specific model with a MobileNet-v2 backbone finetuned on data collected as part of this study
was also evaluated for the fifth finger movement. Spearman’s correlation was used to analyze the angles
calculated from the tracked joint positions, the angles calculated from manually annotated keypoints, and the
angles measured using a goniometer. Moderate correlations between the angles estimated using pose-tracked
keypoints and the goniometer measurements were identified for the elbow (rho = .722; Detectron), knee
(rho = .608; MoveNet – Thunder), shoulder (rho = .632; MoveNet – Thunder ), and fifth finger (rho =

.786; custom model) movements. The angles estimated from keypoints predicted by open-source libraries at
the ankles were not significantly correlated with the goniometer measurements. Manually annotated angles
at the elbows, knees, shoulders, and fifth fingers were moderately to strongly correlated to goniometer
measurements but were weakly correlated for the ankles. There was not one pose-estimation library which
performed best across all joints, so the library of choice must be selected separately for each joint of interest.
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INDEX TERMS Generalized joint hypermobility, human pose-estimation, range of motion estimation, video-
based goniometry.

Clinical and Translational Impact Statement— This work evaluates several pose-estimation models as part
of a vision-based system for estimating joint angles in individuals with suspected joint hypermobility. Future
applications of the proposed system could facilitate objective assessment and screening of individuals
referred to specialized EDS clinics.

I. INTRODUCTION

JOINT hypermobility describes the ability of a joint to
move beyond the typical range of motion [1]. Joint hyper-

mobility is affected by age, sex, and ethnicity, can be localized
to one or several joints, or be widespread throughout the body
[1]. When joint hypermobility is present in multiple joints
(usually five or more), an individual is said to have gener-
alized joint hypermobility (GJH) [1]. Furthermore, GJH is
one of the diagnostic criteria for most types of Ehlers-Danlos
Syndromes (EDS), a collection of heritable connective tissue
disorders with widespread systematic manifestations [1], [2].
Individuals who do not meet the strict diagnostic criteria
for EDS but present with GJH and associated chronic pain
are classified as having generalized hypermobility spectrum
disorders (G-HSD) [1].
Therefore, the quantification of joint hypermobility is

important to facilitate diagnosis of EDS and G-HSD. Cur-
rently, joint hypermobility is assessed in the clinic through
the Beighton exam [1], [3]. This exam is scored out of 9, with
a point assigned for each elbow and knee that can be actively
hyperextended past 10◦, each fifth finger that can be passively
hyperextended past 90◦, each thumb that can be touched to
the forearm while the elbow is extended, and one point if the
palms can be placed on the floor with the knees extended [1],
[3]. The Beighton score has been criticized for its inclusion
of limited joints and, while not part of the Beighton exam,
dorsiflexion of the ankles past 15◦ and flexion at the shoulders
past 180◦ are commonly reported and assessed to evaluate for
hypermobility [4]. Although part of the diagnostic criteria,
the Beighton score is also used as a screening and triage tool
for specialized EDS clinics to facilitate care of appropriate
patients. For example, a specialized EDS clinic may require
a Beighton score (as assessed by a primary care physician)
above a specified threshold before accepting a patient’s refer-
ral to the clinic. It is therefore desirable to have an objective
and reliable method of screening for joint hypermobility and
aid in the determination of which patients should be evaluated
in specialized clinics.

The Beighton exam has been assessed for reliability
with generally positive inter- and intra-rater agreement [5].
However, most studies are well controlled, with clinicians
discussing and standardizing their rating process prior to
applying the Beighton scoring system on the study partic-
ipants. This contrasts with general practice, where primary
care physicians lack a standardizedmethodology for perform-
ing the Beighton exam with other primary care physicians.
Furthermore, the Beighton exam has only been validated

when a goniometer is used, which is not the standard prac-
tice for all referring clinicians. Even when a goniometer is
used, the largest inter- and intra-rater disagreement occurs
for the elbow, knee, and fifth finger joints, which require
measurement of precise angles (unlike the spine flexion or
thumb-to-forearm movements) [6]. Therefore, in practice
there is inconsistency in the assessment of hypermobility at
these joints, and ultimately the referral of patients to special-
ized EDS clinics.

One way to standardize the estimation of joint angles
and the subsequent process of screening for potential joint
hypermobility is through an objective, algorithmic approach.
Specifically, videos of individuals performing movements
for assessing joint hypermobility in primary care or home
settings can be analyzed using established computer vision
techniques. Videos are unobtrusive and can be easily recorded
in most settings using a webcam or mobile phone camera
and human pose-estimation libraries that use deep learning
models to predict the locations of key joints of the body in
regular color videos are widely available [7], [8], [9], [10],
[11], [12]. Using tracked joint positions, the maximum angle
of flexion or extension can be calculated at each joint of
interest and used to screen for potential joint hypermobility.

Related work on video-based goniometry has validated
that angles calculated from manual annotations on still video
frames are strongly correlated with goniometer measure-
ments [13]. Furthermore, Fan and Gu et al. have shown that
angles calculated from the joint locations tracked using the
OpenPose pose-estimation library are moderately to strongly
correlated to clinician annotations on the same videos for
upper body joints [14]. Similarly, strong correlations have
been found for movements of the hand when angles cal-
culated from OpenPose joint locations were compared to
measurements from a marker-based optical motion capture
system [15].
While human pose-estimation libraries are a promising

method of extractingmeaningful information from video, it is
unclear how well these libraries track hypermobile joints.
This is because the underlying models are trained on datasets
of individuals from the general population performing typical
daily or sport activities [16]. It is unlikely that there are many
examples of joints in hypermobile positions in the training
data, so the generalization to more extreme joint positions is
not well-understood.

Therefore, this study is the first to seek to understand
whether current open-source human pose-estimation libraries
are suitable for estimating the maximum flexion or extension
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in joints of interest in a population of adults with suspected
EDS/G-HSD. The joints which are assessed for hypermobil-
ity using a goniometer in the clinic (ie. the elbows, knees,
fifth finger, ankles, and shoulders) will be examined and
compared to clinical measurements taken by clinicians at a
specialized EDS clinic. Differences between pose-estimation
libraries will be explored and conclusions will be drawn with
respect to which are best suited for use for each joint in this
population.

II. METHODS
A. DATA COLLECTION
The data used for this study was collected as part of a
larger observational study investigating the feasibility of
vision-based range of motion estimation at the GoodHope
EDS clinic at Toronto General Hospital [17]. The study
protocol was approved by the Research Ethics Board of
the University Health Network on 26 April 2022 (Study
ID - 22-5073.2). A complete description of the protocol for
this larger study is available [18].
A total of 100 adults with suspected EDS/G-HSD under-

going a physical examination of joint hypermobility at a
specialized EDS clinic were recruited to participate in this
study. Participants underwent an exam of joint hypermobil-
ity twice. In the first repetition, a clinician measured the
active flexion of the ankles and shoulders, extension of the
elbows, knees, and passive extension of the fifth fingers with
a digital goniometer as per standard protocol of Beighton
score assessment. The second repetition was recorded using
a tripod-mounted mobile phone camera (Motorola Moto G
Pure or Motorola E5 Play, 1080 × 1920 pixels, 30 Hz).
Short videos were taken of each movement in which only
the participant was visible in the frame to facilitate better
pose-estimation. All movements were performed according
to standard methods [18], [19]. The participants also per-
formed the spine flexion and thumb-to-forearm opposition
movements that are part of the Beighton exam, but these are
not measured using a goniometer and were thus not analyzed
further in this study.

In addition to the goniometer measurements and videos,
the participants’ age and sex, as well as an encoded identifier
of the clinician performing the exam were recorded. The
Research Ethics Board of the institute approved the study
protocol and all participants provided written consent prior
to participation.

1) CONSIDERATIONS FOR COLLECTION OF VIDEOS TO
FACILITATE POSE-ESTIMATION
Prior to participant recruitment, preliminary experiments
were conducted to inform the manner in which the videos
should be recorded. The goal of this process was to select
an angle and framing of the participant that captured the full
range of motion for each movement while also facilitating
high quality pose-tracking.

During this initial investigation, it was identified that the
pose-estimation libraries generally struggled to track the key-
points for the ankle flexion movement when the full body was
not visible in the video frame. Therefore, during data collec-
tion, the videos were framed such that the participants’ entire
body was visible for the ankle range of motion assessment.

Additionally, for the fifth finger extension movement,
it was identified that the hand pose-estimation models failed
to track keypoints when the hand was recorded from a strictly
profile viewwhere most of the fingers were hidden from view
behind the fifth finger. To facilitate viable pose-tracking of
this joint, the camera angle was adjusted to point downward,
capturing the overall shape of the hand more clearly.

Figure 1 provides a visual summary of the approximate
framing of the participants during each movement.

B. CALCULATION OF EXTREME JOINT ANGLES
In addition to the goniometer measurements taken in the
clinic, the joint angles of interest were calculated from video
using two approaches. The first approachwas fully automated
and involved the use of human pose-estimation libraries to
extract the positions of joints of interest which were then used
to calculate the joint angles. As a comparison, and to under-
stand the effect of any errors in pose-estimation, keypoints
were manually annotated and also used to calculate the joint
angles.

1) AUTOMATED CALCULATION OF JOINT ANGLES USING
HUMAN POSE-ESTIMATION
Multiple open-source human pose-estimation libraries were
used to extract the positions of joints of interest in the
recorded videos. For the movements involving large joints
(ankles, shoulders, elbows, and knees) the AlphaPose,
Detectron, MediaPipe-Pose, MoveNet – Thunder, and Open-
Pose libraries were investigated, while the AlphaPose and
MediaPipe-Hands pose-estimation libraries were used to ana-
lyze the videos of fifth-finger extension [7], [8], [9], [10],
[11], [12]. These libraries were selected for the presence
of complete documentation and published test performance,
as well as for their ease of use and general support for
developers. Furthermore, the selected libraries also represent
a range of computational requirements: OpenPose, Alpha-
Pose, and Detectron require access to graphics processing
units (GPU) to facilitate inference in a reasonable time
period and thus cannot be deployed on a mobile phone at
a future stage of this project. Conversely, the MediaPipe
and MoveNet–Thunder models are much smaller and less
computationally intensive, leaving open the opportunity to
deploy these models on mobile devices or servers without
GPUs in the future.

One 3D body pose-estimation library [20] and two 3D
hand pose-estimation libraries [21], [22] were also considered
for inclusion in this study, but preliminary experimentation
yielded visually poor results, so theywere not pursued further.
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FIGURE 1. Framing of videos for hypermobility assessment by joint.

For each input frame of the recorded video, the 2D human
pose-estimation models estimate the pixel positions (x and y)
of each joint and a confidence score of the model’s certainty
of the prediction. The pose-estimation libraries use differ-
ent deep learning models and may be trained on different
datasets so they may output different predictions for a given
joint on the same input image. However, these libraries also
have different subsets of joints they are trained to predict.
Specifically, the AlphaPose library predicts the 26 keypoints
on the body and feet as part of the Halpe-Full Body key-
point format [8], the Detectron and MoveNet libraries predict
the 17 COCO body keypoints [9], [12], the MediaPipe-Pose
model predicts 33 keypoints in the body and feet [10],
and the OpenPose library predicts the BODY_25 keypoints
[7]. Of particular interest to this study, the Detectron and
MoveNet libraries do not predict any keypoints in the feet
below the ankles, so analysis of the ankle movement was not
possible using the output from these models.

The most recent versions and models with the best pub-
lished results available for each pose-estimation library as of
February 2022 were used in this study.

a: FINETUNING OF A SPECIALIZED MODEL FOR TRACKING
KEYPOINTS DURING FIFTH FINGER EXTENSION
In addition to the pre-trained open-source libraries for hand
keypoint estimation, a domain-specific model trained for

tracking keypoints of the hand was trained and evaluated on
the collected dataset. Training was done using the DeepLab-
Cut (DLC) library for Python [23], [24]. A model with an
ImageNet pretrained MobileNet-v2 backbone [24], [25] was
finetuned to predict six keypoints of interest in the hand: the
wrist, pinky MCP, pinky PIP, pinky TIP, ring finger TIP, and
ring finger MCP. The MobileNet-v2 model was selected for
this application because of its small size and fast inference
speed [24], [25], leaving the opportunity open for on-device
deployment, or deployment on a server without a dedicated
GPU in the future.

The keypoint locations used for training were manually
labelled by two annotators as described in section B.4) of
the Methods. Five-fold cross-validation was used to train and
evaluate the model with 80% of the participants included in
the train set and 20% included in the test set for each fold. The
model was trained for 500, 000 epochs using a learning rate
decaying from 0.005 to 0.001. Default values suggested by
the DLC library were used for all other training parameters.

2) PREPARATION OF JOINT TRAJECTORIES
After obtaining the per-frame estimates of the joint positions,
joint trajectories were formed by temporally combining the
positions across the entire video. Joint positions at timesteps
where the model was not confident in its prediction were
removed and replaced by interpolating using the temporally
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TABLE 1. Body keypoints used to calculate angle for each movement.

adjacent position estimates where the model was confident.
The interpolated trajectories were then processed with a zero-
phase fourth-order low-pass Butterworth filter with a cut-off
of 5 Hz.

3) ESTIMATION OF EXTREME JOINT ANGLES FROM
POSE-TRACKED TRAJECTORIES
A deterministic method was used to estimate the joint angle
at each timestep of the videos. The three keypoints used to
calculate the angle for each movement are summarized in
Table 1.

Given the three input keypoints (A, B, and C), the angle
between them can be calculated as:

θ = arctan2
(
Ay − By,Ax − Bx

)
− arctan2

(
Cy − By,Cx − Bx

)
(1)

where θ is the angle between the line segments AB and CB;
and x and y are the horizontal and vertical pixel positions of
each keypoint, respectively. The definitions of joints A and
C were adjusted by according the side of the body being
analyzed to ensure that the same angle of interest was being
calculated. For example, when calculating the angle during
right shoulder flexion, A was defined as the hip, B as the
shoulder, and C as the elbow, whereas during left shoulder
flexion, A was defined as the elbow, B as the shoulder, and C
as the hip.

After calculating the angle of interest at each timestep, the
most extreme position during the movement was calculated
by computing the median in a sliding window of 30 frames
and then selecting the largest median in all windows in the
trajectory. Care was taken to select extrema where the partic-
ipant was not moving and where the pose-estimation library
was confident in its predictions of the joints used to calculate
the angle of interest.

As appropriate, offsets were applied to ensure that the
zero-point and direction of the angles were the same as those
measured by the clinicians.

4) MANUAL ANNOTATIONS OF EXTREME JOINT
ANGLES FROM VIDEO
Manual annotation was used to facilitate a comparison
between the angles estimated using a completely auto-
mated system relying on pose-estimation libraries with the
upper limit of performance from video assuming ideal pose-
estimation. A subset of five frames from each video were

manually annotated with the keypoints of interest in Table 1.
The five frames to label were selected using random uniform
sampling of 20 frames for each video and then manually
selecting the frames in which the joint of interest was most
hyperextended. Additionally, the top of the head and the chin
were labeled in the videos of the elbow, knee, and shoulder
flexion movements to allow for normalization of distances as
a percentage of the size of the head. All image frames were
manually annotated independently by two researchers. The
researchers were trained by an experienced clinician (NM)
and their annotation skills were validated by the clinician
before labelling the dataset. For analyses where the proposed
system was compared with the manual annotations, the mean
angle calculated from the two raters was used.

The manually annotated keypoints were used to estimate
the joint angle in each frame using (1). The most extreme
angle across the five labelled frames was reported as the final
estimated value for each video.

C. CORRELATION ANALYSIS
A correlation analysis was performed to evaluate the relation-
ship between the joint angles measured using the goniometer
and those calculated from video using automatic and manual
pose-estimation. As a future goal of this work is to develop
a screening tool rather than a diagnostic system or precise
measurement system, absolute angles are not as important as
the relative order of the measurements estimated from video
and the goniometer.

The D’Agostino – Pearson test was used to determine
if the measurements for each joint and angle estimation
method were likely to have come from a normal distribution.
As not all feature sets were normally distributed (full details
in Table A of the Appendix), Spearman’s rank correlation
analysis was calculated as it does not make any assumptions
about the data distribution.

Bonferroni correction was used to adjust for multiple com-
parisons per joint due to the pose-estimation methods used
and the grouping of the analyses by left/right/both sides of
the body. An alpha of 0.05 was used as the threshold for
significance for all analyses. All analyses were performed in
Python 3.8.10 with SciPy 1.9.1 [26].

III. RESULTS
A total of 100 individuals were recruited to participate in this
study. Two individuals withdrew consent, while video data
for one individual was not recorded during the data collec-
tion phase. Therefore, data from 97 individuals (89 female,
35.0 ± 9.9 years old)) was included in this study. The median
Beighton score of the cohort was 3 (mean: 3.6, range: 0 – 8),
with 46 individuals having a Beighton score of 4 or more
when assessed at the EDS clinic. Table 2 presents the number
of recorded video and the prevalence of positive hypermobil-
ity findings by joint. Determinations of joint hypermobility
were based on goniometer measurements with the follow-
ing thresholds indicating positive findings: over 10◦ degrees
extension of the elbow and knee, over 180◦ flexion of the
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TABLE 2. Number of recorded videos and the prevalence of positive hypermobility findings by joint, as assessed by a clinician at the specialized eds clinic.

TABLE 3. Intra-class correlation coefficient (ICC) by joint between two human annotators.

shoulder, over 15◦ flexion of the ankle, and over 90◦ exten-
sion of the fifth finger. The prevalence of positive findings
for the thumb and spine joints, as determined by standard
Beighton criteria, are also presented in Table 2, however these
joints were not assessed using a goniometer and were thus not
analyzed further in this work.

Some data points for the ankles and shoulders are missing
as the recording of precise angle measurements for these
joints in the patient chart was not done before this study,
so they were omitted for the first participants in the study
until this became standard practice. Furthermore, any joints
where the participant was in pain and did not wish to proceed
were not assessed, leading to discrepancies in the number of
recorded videos by joint.

A. INTRA-CLASS CORRELATION ANALYSIS
BETWEEN ANNOTATORS
An intra-class correlation (ICC) analysis was performed to
assess whether the maximum joint angles as annotated by
each researcher were consistent and reliable. Table 3 presents
the ICC, 95% confidence interval, and p-value for each joint.
The ICC values between the two annotators were significant
across all joints. The magnitude of the ICC was greater than
.9 for all joints other than the knee, indicating high agreement
between the two raters. A weaker, but still moderate to strong
agreement was noted for the knee joint (.823 when combining
both left and right sides).

B. CORRELATION OF ANGLES CALCULATED FROM VIDEO
WITH GONIOMETER MEASUREMENTS
Joint angles were calculated from video using the key-
points extracted using the pose-estimation libraries, as well
as from the manually annotated keypoints. Table 4 presents

the Spearman’s rank coefficients and Bonferroni-adjusted p-
values for the correlation between the angles calculated from
video and those measured with a goniometer for each joint.

As seen in Table 4, the correlation between the angles
estimated from video and those measured using the goniome-
ter were all statistically significant for the elbow, knee, and
shoulder movements. In general, the correlations between
the angles calculated from the manual annotations and the
goniometer measurements are stronger than the angles cal-
culated from the pose-tracked keypoints. There is a larger
difference between the correlation when the manual annota-
tions are used and the top-performing pose-estimation library
for the knee joint than for the elbow or shoulder joints.

Conversely, the angles calculated from video for the
ankle and fifth finger movements are not consistently sig-
nificantly correlated when the pose-estimated keypoints
from the open-source libraries were used. The correlations
between the goniometer measurements and the angles calcu-
lated from the keypoints inferred from the domain-specific
MobileNet-v2 model were strong and statistically signifi-
cant. Furthermore, they were similar in magnitude to the
correlations between the goniometer and manually annotated
keypoints.

For the ankle movement, the angles calculated from the
manually annotated keypoints were not significantly corre-
lated when one side of the body was assessed at a time
and only weakly correlated when data from both sides is
combined.

C. CORRELATION OF ANGLES CALCULATED FROM
MANUALLY ANNOTATED AND POSE-TRACKED KEYPOINTS
To control for the angles at which the videos were collected,
the joint angles calculated using the pose-tracked keypoints
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TABLE 4. Spearman’s rank correlation coefficient and Bonferroni-Corrected right-tailed p-value for angles calculated from video and measured with a
goniometer, grouped by joint and pose-estimation library.

were correlated with the angles calculated from the manually
annotated keypoints. Table 5 presents the Spearman’s rank
coefficient and Bonferroni-adjusted p-values for the corre-
lation between the angles calculated from video using the
manually annotated and pose-tracked keypoints.

From Table 5, it can be seen that the angles calculated
at the elbow, knee, and shoulder using the pose-tracked
keypoints are significantly correlated with the angles cal-
culated using the manually annotated keypoints from the
same videos. The correlations are moderate to strong for the
elbows and shoulders, and moderate for the knees. For the
ankle movement, only the angles calculated from the Open-
Pose keypoints are significantly and moderately correlated
with the manual annotations. Finally, there was a significant
but weak correlation between the angles calculated from
the MediaPipe-Hands and AlphaPose keypoints and manual
annotations for the fifth finger movement when combining
both sides of the body. Therewas a strong correlation between
the angles calculated from the fifth-fingermanual annotations
and those predicted by the finetuned MobileNet-v2 model.
All other correlations were not significant.

Figure 2 presents a visualization of the strongest cor-
relations between the angles calculated from video using
pose-estimation compared to the goniometer measurements
(left column); and angles calculated using pose-estimation
compared to those calculated from the manually annotated
keypoints for the same videos (right column).

IV. DISCUSSION
Angles of suspected hypermobile joints calculated from
video were correlated with those measured using a goniome-
ter. As seen in Table 4, the strongest correlations were
achieved when the positions of the keypoints were manu-
ally annotated in videos; however, significant correlations
with the goniometer measurements were also achieved when
keypoints were automatically extracted using open-source
or finetuned domain-specific pose-estimation libraries. The
strength of correlation between the angles calculated from
manual annotations and the goniometer measurements indi-
cate that it is feasible to assess joint hypermobility from
video.
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TABLE 5. Spearman’s rank correlation coefficient and Bonferroni-Corrected right-tailed p-value for angles calculated from video using manually
annotated and pose-tracked keypoints, grouped by joint and pose-estimation library.

A. CORRELATIONS OF THE ELBOW, KNEE, AND
SHOULDER ANGLES
Overall, when using open-source pose-estimation libraries,
the angles at the larger joints (elbow, knee, shoulder) were
more strongly and significantly correlated to the goniome-
ter measurements. In general, the correlations for the elbow
and shoulder were stronger than those for the knee. This is
consistent with the results noted as part of the ICC analysis
(Table 3), where agreement between human annotators was
lower for the knee joint than for the others.

Excluding the manual annotations, the Detectron library
achieved the strongest correlation (Spearman’s rho = .722,
p < .001) across both sides of the body for the elbow
extension movement. Angles calculated using MoveNet –
Thunder keypoints achieved the strongest correlation to the
goniometer measurements (Spearman’s rho= .608, p< .001)
on the knee extension movement, while those calculated
from MoveNet – Thunder were most strongly correlated for
shoulder flexion assessment (Spearman’s rho = .632, p <

.001). As seen in Table 4, the difference in the strength of the
correlation to goniometer measurements across the top two
pose-estimation libraries is minor for most joints, so there are
several strong candidates when selecting which library to use.

Another consideration when selecting a pose-estimation
library for a joint is the number of videos that were success-
fully analyzed. As presented in Table A of the Appendix,
the angles could not be estimated for all videos using all
pose-estimation libraries due to the low confidence of the

tracked keypoints. This was particularly evident for the knee
extension movement for which the keypoints extracted using
the Detectron library were only sufficiently confident to cal-
culate the angles for 111 of the 191 available videos (58%).
Angles were able to be estimated for a much larger proportion
of the videos of the knee movement using the other four
body pose-estimation libraries (MediaPipe – Pose: 100%,
MoveNet – Thunder: 100%, OpenPose: 100%, AlphaPose:
97%). This trend was not observed for the elbow and shoulder
where the number of successfully calculated angles was simi-
lar across all five body pose-estimation libraries. Of note, the
Detectron and MoveNet libraries did not track the keypoints
below the knee. It is possible that the lack of training data
and lack of model focus on the lower body for the Detectron
pose-estimation library contributed to the lower confidence
in the keypoint predictions for the knee movement but not
the others. This trend was not observed for the MoveNet –
Thunder model.

Additionally, the angles calculated from the videos using
pose-estimation were correlated with those calculated from
the manually annotated keypoints. As presented in Table 5
and the right column of Figure 2, the correlations at the elbow,
knee, and shoulder joints were moderate to strong across
all pose-estimation libraries, indicating that pose-estimation
libraries track the major joints of the upper body similarly to
a human annotator. The Spearman’s rho coefficient for the
top-performing pose-estimation library per joint was .904 for
the elbows (Detectron), .739 for the knees (Detectron), and
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FIGURE 2. Scatterplots of angles calculated from video using pose-estimation libraries compared to
goniometer measurements (left) and angles calculated from manual annotations (right). Red dots represent
measurements that met the threshold for hypermobility at each joint, while blue dots did not.
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.893 for the shoulders (MoveNet – Thunder), respectively.
These findings are consistent with work by Fan, Gu et al.
who described moderate Pearson’s correlation coefficients
(r) of .71 and .45 for elbow extension and shoulder flexion,
respectively, for the relationship between angles automati-
cally estimated using OpenPose and those calculated from
manual annotations [14].

A further analysis evaluating the difference in the key-
point locations detected by each pose-estimation library and
the manually annotated ones is presented in Figure A of
the Appendix. While the pose-estimation library with the
smallest difference in manually annotated and predicted joint
locations varies by joint, the largest difference is generally
observed for the AlphaPose library.

B. CORRELATIONS OF THE ANKLE AND FIFTH
FINGER ANGLES
With the open-source pose-estimation models and data col-
lection methodology evaluated in this study, the angles
measured with a goniometer and those calculated from
video for the ankles and fifth fingers were not consistently
correlated. As presented in Table 4, a moderate to strong
correlation between the manually annotated angles and the
goniometer measurements was noted for the fifth fingers
(.754).

The correlations between the angles measured with the
goniometer and manually annotated angles were very weak
for the ankle movement (Spearman’s rho = .290, p < .001).
These results suggest that the manner in which the videos
were taken is not conducive to measuring the ankle dor-
siflexion movement. As previously described, the videos
of the ankle movement were framed to capture the whole
body to facilitate better pose-estimation. From Table 5 and
the right column of Figure 2, a moderate correlation (.505)
is observed between the angles calculated from the manu-
ally annotated locations and the OpenPose library for the
ankle movement. However, the lack of correlation with the
goniometer measurements indicates that framing of the video
does not appropriately capture the plane of the movement
being assessed by the clinician.

This is in contrast to the trend observed for the fifth finger
extension movement where the manually annotated angles
and values measured using a goniometer were moderately
correlated (Spearman’s rho = .754, p < .001). However,
when the open-source pose-estimation libraries were used
to extract the positions of the hand keypoints, the angles
subsequently calculated from the tracked keypoints were not
significantly correlated to those calculated from the man-
ual annotations or the goniometer measurements (Table 4).
These results indicate that while the framing of the videos
is appropriate to capture the movement of interest assuming
ideal annotation of hand keypoints, the open-source pose-
estimation models evaluated in this study are not able to
track the joints accurately enough for this application. This
is further confirmed by strong correlation (.786) between
the goniometer measurements and the angles calculated from

video when the finetuned MobileNet-v2 model was used to
extract keypoints (Table 4, Figure 2 – bottom row).

V. CONCLUSION AND FUTURE WORK
This study quantified the correlations between the angles
measured with a goniometer and those estimated from video
using various pose-estimation libraries across five move-
ments used to assess joint hypermobility in a population of
adults with EDS/G-HSD. Moderate to strong correlations
between angles automatically calculated from video using
open-source models and the goniometer measurements for
the elbow, knee, and shoulder movements indicate that the
proposed video-based method is suitable for screening for
hypermobility in these joints. Conversely, the current video
recording protocol paired with open-source pose-estimation
methods is not suitable for screening for hypermobility in
the ankle and fifth finger joints. Using a domain-specific
keypoint extraction model for the fifth finger movement
improved the correlation between the goniometer measure-
ments and the angle estimates from video significantly.

Future work will focus on developing a more reliable
means of recording the ankle movement to facilitate angle
estimation from video. For example, rather than record-
ing the participant’s entire body in the video (which was
required to improve accuracy of the general, open-source
pose-estimation libraries), we will elect to only take videos
of the lower leg. To enable more accurate angle estimation,
this will likely also involve the development of a specialized
pose-estimation models suitable for more accurately tracking
of the keypoints of interest in the ankle. As was done for the
fifth-finger model, existing models will be finetuned using
data collected as part of this study to develop ankle keypoint
tracking models that are optimized for individuals with more
hypermobility.

After developing a methodology for reliably estimating
the angle at all five joints presented in this study, cut-off
thresholds will be selected to allow the system to screen out
the individuals who do not exhibit evidence of hypermobility
at each joint. The cut-off threshold will vary by joint and
will be dependent on the prevalence of hypermobility at each
joint. This system will be validated as a screening tool for
generalized joint hypermobility in future work.
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