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LETTER TO THE EDITOR
Ethical Concerns Regarding the Use of Large Language
Models in Healthcare

Large language models (LLMs) have brought new perspec-
tives in healthcare but present also some risks and pitfalls.
We thank Daungsupawong et al.1 for their comments
following the publication of our comprehensive literature
review of Natural Language Processing in vascular surgery.2

LLMs offer promising perspectives of applications
including patient care (by providing medical knowledge and
patient empowerment, assistance for writing, translations,
summaries), education (with interactive learning and op-
portunities to develop personalised education), and
research (by facilitating access to scientific knowledge, sci-
ence communication, or production of scientific content).3

Nevertheless, the field is in its infancy, and we completely
agree that clinicians, patients, and society should be very
cautious and aware of the limitations and risks of LLMs.4

While LLMs reproduce some of the characteristics of hu-
man language, it is important to keep in mind that they do
not comprehend the language they are dealing with,
neither the input data (used for the training) nor the output
data (responses generated).4,5 As LLMs are dependent on
data that have been used for the training, they can be
biased due to misinformation, errors, or outdated infor-
mation in the training dataset.4,5 The models have no self
assessment of the generated content and, therefore, no
control ever whether the input information is true or ac-
curate. There is thus a critical lack of accountability. Finally,
as LLMs are probabilistic algorithms, they might not provide
the same answer to the same task or when the question is
repeated multiple times, making it extremely challenging to
evaluate their reliability and reproducibility.4,5 Like other AI
driven applications, LLMs raise major ethical and legal
concerns regarding their applications in healthcare. This
includes questions related to health data protection, equity
and fairness, safety and security, transparency, re-
sponsibilities and accountability, clinical benefits and costs,
acceptability, perception, and integration by patients and
health professionals.6

Methods for evaluating LLMs in the real world remain
unclear and there is a critical need to build guidelines and
recommendations. Specific standards to assess accuracy
and quality of AI applications in healthcare are currently
being developed7 and it would be of great interest to build
specific guidelines for LLMs to help evaluate their potential
benefits and risks before their implementation in clinical
practice. As highlighted by Shah et al., health professionals
cannot step aside but should be proactive to ensure that AI
driven innovations will augment human expertise without
replacing it in the aim to improve care provided to
patients.8
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