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Maker education mainly involves “hands-on” as the core concept and combines various 
educational theories to redefine interactions between learners and teachers in a learning 
environment. Identification of meaningful “hands-on” behaviors is crucial to evaluate 
students’ learning performance, although an instructor’s observation of every student is 
not feasible. However, such observation is possible with the aid of the artificial intelligence 
(AI) image processing technique; the AI learning behavior recognition system can serve 
as the second eyes of teachers, thus accounting for individual differences. However, in 
previous studies, learning behavior recognition was applied to the traditional or static 
classroom. A behavior recognition system for identifying “hands-on” actions in the learning 
context has still not been developed. Therefore, this study designed a human posture 
evaluation system, obtained human articulation node information from learning field 
images, and built a learning behavior recognition model suitable for maker education 
based on the AI convolutional neural network (CNN). A learning behavior model was 
defined, along with a number of student behavior indexes. Subsequently, the effectiveness 
of the model and behavior indexes was verified through practical learning activities. The 
model evaluation results indicated that the proposed model achieved a training accuracy 
of 0.99 and a model accuracy of 0.83. Thus, the model can be applied to dynamic maker 
activity learning environments.

Keywords: human posture recognition, convolutional neural networks, artificial intelligence, learning behavior, 
maker education

INTRODUCTION

Maker education, a teaching model with hands-on as the core philosophy (Blikstein, 2013; 
Halverson and Sheridan, 2014; Lemieux, 2021), combines various educational theories and 
integrates science, technology, engineering, and mathematics (Bevan et  al., 2015; Martin, 2015; 
Hsu et al., 2017; Kim et al., 2022). Maker education fosters problem-solving skills and innovative 
thinking through the application of a learner-centered approach, during which teachers pay 
more attention to students and promptly assist them in achieving favorable outcomes (Blikstein, 
2013; Honey and Kanter, 2013; Halverson and Sheridan, 2014; Rodriguez et al., 2021). However, 
because of the nonavailability of an adequate number of teachers, providing sufficient attention 
and appropriate instructions to each student is difficult, particularly in Taiwan, where maker 
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education places a considerable burden on educators because 
of the higher student–teacher ratio compared with that in 
Europe and North America.

With advances in technology, artificial intelligence (AI) has 
emerged in recent years. If an AI-based learning behavior 
recognition system becomes the second pair of eyes that pays 
attention to students, teachers may no longer feel exhaustion. 
In response to the demand for learning behavior recognition, 
previous studies have built models that recognize student 
behaviors. On the basis of the frameworks of the convolutional 
neural network (CNN; Sun et  al., 2018; Liu et  al., 2019) and 
region-based fully convolutional network (Li et al., 2019), these 
studies have obtained human node data using wearable sensors, 
such as pressure sensors (Xu et al., 2013), three-axis accelerators 
(Ma et  al., 2016), or general imaging and special lenses  
equipment and technologies such as Kinect (Ashwin and Guddeti, 
2019; Chin et  al., 2019) and OpenPose (Sun et  al., 2018;  
Liu et  al., 2019).

Although previous studies have discussed the applications 
and advantages of the learning behavior recognition system, 
most studies have evaluated the system’s educational applications 
in traditional, static classrooms. Moreover, no model for dynamic 
classrooms in maker education has been developed. Therefore, 
this study obtained human node data from the images of 
actual maker teaching scenes by using a human pose evaluation 
system to build a model based on the CNN that is applicable 
to learning behavior recognition in maker education. In addition, 
this study determined whether a model trained using human 
node data can be applicable to behavior recognition in a maker 
education site by testing the images of actual maker teaching  
scenes.

MATERIALS AND METHODS

Model Building
This study built a model by using the existing system reported 
by Chen et  al. (2020). The modeling process is as follows: 
first, the operator categorized behavior videos as training 
data, which were converted into images in advance, and one 
image was extracted for every two frames. Among the 
categorized images, 70% were used as the training dataset 
and 30% as the testing dataset. Subsequently, the system 
extracted human node data from the training dataset by 
using the TF-pose-evaluation tool. Second, the operator 
provided the system with the labeling data of the frame 
where videos corresponded to behaviors, with the labeling 
format such as Listen 1 22, indicating that characters from 
the 1st to 22nd frames denoted the learning behavior. After 
combining the node data and labeling data, the system 
calculated the feature data (e.g., the movement speed of the 
limbs and nodes) of various actions. Subsequently, the features 
were extracted using the principal component analysis 
algorithm to reduce the dimension. Finally, the extracted 
feature data were used to train and build the model by 
using the DNN classifier with three layers and 50 nodes in 
each layer. The confusion matrix is a method used to evaluate 

model performance (Townsend, 1971). The precision and 
recall of behaviors can be  calculated from the values of the 
confusion matrix, whereas the F1 score considers precision 
and recall at the same time (Sokolova and Lapalme, 2009; 
Wiki, 2020). The formula is as follows:
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Recording and Analysis of Films
Once the model was established, video analysis was performed. 
This study adopted the following process to analyze the recorded 
videos: First, the operator imported a video of the teaching 
scene into the system and used the TF-pose tool to capture 
the human node data frame at a frame rate of 20 fps. Then, 
student behaviors were analyzed using the established model 
to generate behavioral interpretation videos and data. Finally, 
the operator summarized the behavioral interpretation data 
and produced the behavioral interpretation report by using 
the visualization tool.

Behavioral Indicators
Maker activities used in this study were related to “fun for 
gears,” which includes four subactivities. Activity 1: Leading 
students to observe objects or tools that use gears in life 
and think about the purpose of using gears. Activity 2: 
Asking students to observe and measure the gear entity and 
assemble the gear set to observe the actual rotation 
phenomenon. Activity 3: Explaining the operation principle 
of the correction belt and providing the correction belt image 
to guide students to observe and think. Through group 
discussions, designing and drawing the correction belt style, 
determining the movement state, and practicing the usage 
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method required one to three gears. Activity 4: Provide 
students with wooden gear box parts prepared using laser 
cutting and provide instructions to guide students to complete 
the work according to the steps.

Maker activities include diverse content, and their primary 
purposes are crafting, observing others’ works, and developing 
diverse ideas from the community; these activities focus on 
solving various problems (Dougherty, 2012). Crafting, 
observing, and solving problems are the primary activities 
in maker education. Therefore, using behavioral indicators 
as recognition categories instead of directly defining actions 
is more appropriate for analyzing maker education scenarios. 
By referring to the definitions of hands-on activities described 
by Hsiao et  al. (2014), Chen et  al. (2020), and Zheng et  al. 
(2020) as well as the problem-solving stage and positive 
learning behaviors, this study designed four types of behavioral 
indicators. The definitions of off-task actions reported by 
Taber et al. (1999), Rathvon (1990), and Godwin et al. (2016) 
were used as the reference for defining activities. The four 
types of actions were interact (stating and discussing, with 
apparent gestures or instructing poses), hands-on (writing 
or building a maker work), listen (standing or sitting, with 
head-up but no hand movement), and other (playing with 
learning materials or engaging in actions unrelated to 
the course).

RESULTS

Behavioral Recognition Model
This experiment used video recording tools to capture the 
images of students’ learning process in groups. A total of 
six groups, with approximately 3 h of teaching scene videos 
recorded per group, were included. After the exclusion of 
the footage of students sitting in, leaving, and class break, 
Activities 1 and 2 and Activities 3 and 4 were used as 
Session 1 (approximately 1 h) and Session 2 (approximately 
1 h and 40 min), respectively, producing two videos for 
each group.

Considering the shooting angles and student status, the 
videos of Groups 2–6 were chosen as the training dataset, 
and those of Groups 1 and 4 were used as the testing dataset. 
According to the definitions of the four types of learning 
behaviors, the related videos were selected from those of Groups 
2, 3, 5, and 6 for editing. After editing, each behavioral type 
contained 80–100 groups of videos, which were converted into 
images, generating 3,331 interacting actions, 8,120 hands-on 
actions, 5,826 listening actions, and 3,098 other actions. Because 
of differences in the duration of behaviors, hands-on activities 
lasted longer, whereas interactions (i.e., gestures) were shorter; 
the number of images varied after conversion. Table 1 presents 
the results of the model obtained using the aforementioned 
formula and the values of the confusion matrix regarding the 
model’s forecast and actual values. Model accuracy was 
determined to be  0.83.

The video screen of behavioral recognition results is shown 
in Figure  1, with four students, each surrounded by a tray 

for placing gears and parts. One student was performing 
hands-on activities, whereas the other three were sitting 
together and interacting. The frame value was 39,231, 
representing the scene between 32 and 33 min after Session 
2 began (Activity 4 was started for approximately 3 min); 
P11499 refers to the number of people selected by the system 
starting from the analysis to that point in time. Because 
the human pose evaluation technology did not recognize 
personal information, the selecting code did not represent 
the corresponding student. The Interact, Handson, Listen, 
and Other below P11499 referred to behavioral types in the 
selection. As shown on the screen, the system indicated  
that P11499 represented a 99% probability of students’  
engaging in hands-on activities; thus, the behavioral type 
was highlighted in red.

Visualized Report
This study used the system to analyze the videos of teaching 
scenes, which read and generated data frame by frame. For 
each group, approximately 70,000 pieces of data were produced 
in Session 1 and 110,000  in Session 2. After the exclusion 
of data without judgment, the number of behavior counts 
was calculated per second per system for each person, and 
one occurrence in 20 frames was counted as one time (e.g., 
the system judged three students of a specific group in a 
specific second, indicating that of the 20 frames, Person A 
had three frames of hands-on activities and 15 frames of 
interacting, Person B had 12 frames of hands-on activities 
and five frames of listening, and Person C had six frames 
of other behaviors and 10 frames of hands-on activities). 
Thus, the number of the behavior counts of that group in 
that second was three hands-on, one listening, one interacting, 
and one other behaviors; subsequently, summary data were 
generated according to the total number in 1 min. Furthermore, 
summary data were imported into visualization software to 
produce the visualized report released on the Internet (Report 
link: https://reurl.cc/b5KNpr). The teachers could observe 
learning behavior counts in the corresponding course time 

TABLE 1 | Model accuracy report.

Accuracy on training set: 0.99

Accuracy on testing set: 0.83

Accuracy report:

Precision Recall F1-score Support

Interact 0.72 0.72 0.72 630
HandsOn 0.87 0.85 0.86 1,529
Listen 0.89 0.91 0.90 1,223
Other 0.74 0.74 0.74 585

Accuracy 0.83 3,967
Macro avg 0.80 0.80 0.80 3,967
Weighted avg 0.83 0.83 0.83 3,967
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on each group’s visualized page. Each group’s behavior counts 
are shown in Figure  2.

DISCUSSION

This study established a model that can be  used to recognize 
student behaviors in maker education. This study generated a 
visualized report that assisted teachers in understanding student 
learning behaviors by designing a set of indicators and presentations 
that met the demand for teaching evaluation. This study speculated 
that the recognition model and visualized report would support 

teachers in paying attention to student behaviors in maker activities. 
The recognition model established in this study had an accuracy 
of 83%. Despite occasional errors in recognition, the comparison 
between the on-site observation and report results indicated that 
the report reflected students’ learning behaviors. Thus, the system 
for maker learning behavior recognition developed in this study 
can replace the manual coding of the traditional observation 
method and can aid in the evaluation of dynamic activity learning 
environments by teachers and researchers. Moreover, when the 
number of maker teachers is insufficient, the system and visualized 
report can serve as the teacher’s second pair of eyes, thus helping 
educators gain comprehensive knowledge on students’ status and 

FIGURE 2 | Visualized report of each group’s behaviors.

FIGURE 1 | Video screen of behavior recognition.
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providing appropriate assistance. This study will continuously 
collect behavioral samples and verify the model’s recognition status 
to improve the model’s accuracy and applicability.
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